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Prof. Heinz Hügli, directeur de thèse
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Abstract

To perceive the environment efficiently, the human vision system proceeds by selecting salient
targets. The targets are explored successively by means of saccadic eye movements, which are
responsible for shifting the fovea onto the current fixated target. Defined as selective attention,
this mechanism can be seen as a preprocessing step, which reduces the amount of information
that will be processed later by the brain.

A topic in computer vision deals with the modeling of visual attention. While most investi-
gations concentrate on static computer model, i.e. a computer system selecting salient targets
from a still image, only some recent works deal with dynamic computer model, i.e. a computer
system selecting salient targets from video streams. Such a paradigm is an attractive solution
to reduce complexity issues in computer vision applications. Extending such a computer system
to video sequences will lead to promising perspectives. Given the importance of video sequences
today, the application potential is huge and covers domains like video compression, video quality
assessment, mobile robot navigation, monitoring and surveillance.

The purpose of such model is to provide an automatic selection of potential regions of interest
all over the sequence duration. The selection process relies on motion as well as static feature
contrasts. It encompasses the feature extraction from the video sequence and its integration
in a competitive way to define the resulting saliency map. This scalar map indicates salient
locations, in the form of a saliency distribution. At the end, most salient regions of interest are
defined from the saliency map using a selection process based on a neural network.

This thesis investigates the design of dynamic computer VA modeling, which relies on three
main axes: (i) the static model, (ii) the motion model, and (iii) the map integration scheme to
fuse both static and motion channels.

First, the static model relies extensively on previous works that have reported impressive
findings on biological and artificial visual attention. The proposed static model shares similar
concepts, with some improvements regarding the feature integration strategies.

Second, the design of the motion model is discussed. Research in neuroscience provides plau-
sible hypothesis on motion analysis in the human brain. These mechanisms provide the core
of the computer model. We present several computer models highlighting motion contrasts of
different nature. Two novel approaches are proposed, namely the vector model which high-
lights relative motion contrast, and the phase & magnitude model which decouples phase and
magnitude contrasts.
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Third, the integration of the static and motion models is discussed. Several motion integra-
tion strategies are presented, including the novel motion priority scheme as alternative to the
classical competitive scheme.

Finally, psycho-physical experiments are used to evaluate the performances of the proposed
models. The experimental frame consists in showing a set of video sequences to a population
of human subjects, while an eye tracker system is recording their eye movement patterns. The
experimental data are then compared to the prediction of the computer models for the pur-
pose of qualitative and quantitative evaluations. The set of video sequences includes various
categories (synthetic and real scenes, fixed and moving background), showing advantages and
inconveniences of each model.

Keywords: visual attention, computer model, bottom-up, motion, video sequence, psycho-
physical experiments, eye movement recording.
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Pierre-André Farine for having accepted to evaluate my work.

I am grateful to my colleagues of the pattern recognition group for the agreeable working at-
mosphere and the fruitful scientific discussions: James Mure-Dubois, Iva Bogdanova and Thierry
Zamofing. I am really happy to have met them and consider them as friends. I also thank all
the colleagues of the signal processing group.

I would like to thank also Dr. Nabil Ouerhani, who gave me the motivation to work in this
field of research, after having done a semester and master project with him as mentor. I really
enjoyed working with him and really appreciate the time we spent both as friends and office
colleague.

My special thanks goes to my sweet Kim-Anne for her continuous encouragements and strong
support. I thank you Kim-Anne with all my love for having supporting me all the time.

Finally, I thank all my friends, the beer partners who will probably recognize themselves and
all my family who strongly encouraged me.

5



6



Contents

1 Introduction 9
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 State of the art 13
2.1 Static model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Motion model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2.1 Neuroscience point of view . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2 Dynamic computer models . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3 Motion integration strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3 Static visual attention model 19
3.1 Chapter introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Saliency-based model of visual attention . . . . . . . . . . . . . . . . . . . . . . 19
3.3 Map integration strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.3.1 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3.2 Peak-to-peak normalization scheme NPP . . . . . . . . . . . . . . . . . . 22
3.3.3 Contents-based global amplification map transform Nlin . . . . . . . . . 23
3.3.4 Non-linear iterative map transform Niter . . . . . . . . . . . . . . . . . . 24
3.3.5 Long-term normalization scheme NLT . . . . . . . . . . . . . . . . . . . . 24
3.3.6 Non-linear exponential map transform Nexp . . . . . . . . . . . . . . . . 25

3.4 Static model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4 Motion visual attention model 29
4.1 Chapter introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2 Motion estimation: region-based block matching . . . . . . . . . . . . . . . . . . 30

4.2.1 High resolution BMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2.2 Non-overlapped BMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2.3 Partial overlapped BMA . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

7



8 CONTENTS

4.2.4 Implementation of block matching algorithm . . . . . . . . . . . . . . . . 34
4.2.5 BMA methods: results and comparison . . . . . . . . . . . . . . . . . . . 39
4.2.6 Motion field computation . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.7 Summary: BMA motion estimation . . . . . . . . . . . . . . . . . . . . . 43

4.3 Motion models: DoG filtering approach . . . . . . . . . . . . . . . . . . . . . . . 44
4.3.1 Multi-scale contrast computation . . . . . . . . . . . . . . . . . . . . . . 44
4.3.2 Motion magnitude model . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.3 Motion model based on direction decomposition . . . . . . . . . . . . . . 46
4.3.4 Motion vector model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3.5 Phase & magnitude motion model . . . . . . . . . . . . . . . . . . . . . . 48
4.3.6 Summary: Motion models (DoG approach) . . . . . . . . . . . . . . . . . 48

4.4 Motion models: an implementation based on motion pyramid . . . . . . . . . . . 51
4.4.1 Motion pyramid computation: two alternatives . . . . . . . . . . . . . . . 52
4.4.2 Comparison of the two alternatives . . . . . . . . . . . . . . . . . . . . . 53
4.4.3 Motion conspicuity operators . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4.4 Motion magnitude model based on motion pyramid . . . . . . . . . . . . 56
4.4.5 Motion direction model based on motion pyramid . . . . . . . . . . . . . 57
4.4.6 Motion vector model based on motion pyramid . . . . . . . . . . . . . . 58
4.4.7 Phase & magnitude model based on motion pyramid . . . . . . . . . . . 59

4.5 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5 Dynamic model: motion integration schemes 63
5.1 Chapter introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2 Competitive scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.3 Motion priority scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

6 Model validation methodology 67
6.1 Chapter introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.2 Overview of the methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6.2.1 Eye movement patterns classification . . . . . . . . . . . . . . . . . . . . 68
6.2.2 Human saliency map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6.3 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.3.1 Fixation-to-chance distance . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.3.2 Correlation coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.3.3 Kullback-Leibler divergence . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.3.4 ROC curve analysis: AUC value . . . . . . . . . . . . . . . . . . . . . . . 75

7 Static model evaluation 77
7.1 Chapter introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7.2 Qualitative evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

7.2.1 Normalization schemes: NPP and NLT . . . . . . . . . . . . . . . . . . . 78



CONTENTS 9

7.2.2 Map transforms: Nlin, Niter and Nexp . . . . . . . . . . . . . . . . . . . . 81
7.3 Quantitative evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
7.4 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

8 Motion model evaluation 87
8.1 Chapter introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
8.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

8.2.1 Set of video sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
8.3 Human saliency analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
8.4 Qualitative model evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

8.4.1 Fixed background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
8.4.2 Moving background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

8.5 Quantitative model evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
8.5.1 Fixed background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
8.5.2 Moving background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

8.6 Additional discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
8.6.1 Pop-out effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
8.6.2 Top-down and bottom-up influence . . . . . . . . . . . . . . . . . . . . . 111

8.7 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

9 Motion integration scheme evaluation 115
9.1 Chapter introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
9.2 Qualitative model evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
9.3 Quantitative model evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

10 Conclusions and perspectives 121
10.1 Static model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
10.2 Motion model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
10.3 Motion integration schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

A Application 1: robot navigation 127

B Application 2: omnidirectional visual attention 133



10 CONTENTS



Chapter 1

Introduction

Computer vision is an applied science whose main objective is to provide computer with the
function present in human vision. Typical applications range from video surveillance, medical
imaging, industrial control quality, robot navigation and human computer interaction. Despite
the impressive progress made in this field during the last decades, the current available computer
vision solutions by far underlay the human visual system regarding robustness and performance.
We briefly explain some reasons why the human vision system is so efficient.

Human vision can basically be divided into two main phases, low-level vision and high-level
vision. The former phase can be seen as a preprocessing step, which reduces the amount of
information that will be processed later by high-level and complex tasks, typically recognition
tasks. Indeed, the amount of information collected on the retina is of the order of 108 bits per
second [1], a flow of information that the brain is not able to process entirely. Therefore, a
mechanism able to extract relevant information at early processing stage is required to ensure
efficient perception.

Specifically, to perceive the environment efficiently, the human vision system proceeds by se-
lecting salient targets. The targets are explored successively by means of saccadic eye movements,
which are responsible for shifting the fovea onto the current fixated target. This mechanism is
defined as selective attention.

One possibility to improve the performance of technical systems in computer vision is to seek
inspiration from biological systems and to simulate their mechanisms. This thesis investigates
computer modeling of selective attention, specifically on the aspects related to motion.

1.1 Motivation

In the human vision system, visual attention (VA) can be controlled in a voluntary manner
[2]. Named as top-down attention, it is driven by the mental state of the subject, that means
expectation, cognitive knowledge, or the intention of realizing a task [3]. For example, when you
are looking for a specific object, your attention focusses on regions of interest containing the

11



12 CHAPTER 1. INTRODUCTION

specific characteristics of the object.
Alternatively, attention can be controlled in an automatic and unconscious way. For example,

when you are walking in a public garden, your attention is involuntarily directed to salient flowers,
containing strong contrast of color. Suddenly, a biker is coming from the left and your attention
focusses on the moving biker. This involuntary visual reflex is called bottom-up attention. It
is of particular behavioral importance, since it constitutes an efficient alerting system, which is
essential for adequate interaction with the environment.

In the field of computer vision, a recent research topic focusses on computer modeling of visual
attention. Such a paradigm is an attractive solution to reduce complexity issue in computer vision
applications. Indeed, it can be conceived as a preprocessing step which allows a rapid selection
of a subset of the available sensory information. Once selected, the salient targets become the
specific scene locations on which higher level computer vision tasks can focus.

Regarding bottom-up computer modeling, most investigations concentrate on static computer
model, i.e. a computer system selecting salient targets in still image. This paradigm is used in
various applications including object recognition, image segmentation and robot navigation.

Only recently, some works deal with dynamic computer model, i.e. a computer system
selecting salient targets in video sequences. Extending such computer systems to video sequences
will lead to promising perspectives, specifically in numerous video applications such as video
compression, video quality assessment, monitoring and surveillance.

1.2 Scope

This thesis investigates the design of bottom-up computer VA models dedicated to video se-
quences. The purpose of such models is to provide an automatic selection of potential regions
of interest all over the sequence duration. The selection process relies on motion as well as on
static feature contrasts. It encompasses the feature extraction from the video sequence and its
integration in a competitive way to define the resulting saliency map. This scalar map indicates
salient locations, in the form of a saliency distribution. At the end, the most salient regions of
interest are defined from the saliency map.

The design of a dynamic computer VA model can be divided in three main axes:

• Static model design;

• Motion model design;

• Integration of both models.

Therefore, modeling and implementation issues are discussed according to the three axes, with
a main focus on the motion model and its integration in the resulting dynamic model. Moreover,
the methodology used to evaluate experimentally the model performances is described.
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First, the computer static model is presented, which relies on low-level feature extraction
such as color, intensity and orientation. The model relies on previous works that have reported
impressive findings on biological and artificial VA [4, 5]. The static model proposed in this thesis
shares the same concepts, with some improvements related to the feature integration strategies.

Second, the design of the computer motion model is discussed. Research in neuroscience
provides plausible hypothesis on motion analysis in the human brain. These mechanisms provide
the core of the computer model. Therefore, we present the nature of motion contrasts that are
visually attractive. For modeling issues, we propose several computer models highlighting motion
contrasts of different nature.

For implementation issues, the motion model incorporates two parts. The first part is the
motion estimation, which defines the motion field. We discuss the requirements to estimate mo-
tion accurately, using region-based matching technique. The second part is the motion contrast
computation, which applies a contrast detection method to the motion field.

Third, the integration of the static and motion models is discussed to define the dynamic
model. Several motion integration strategies are presented, which can be classified in two cate-
gories: the competitive scheme and the priority scheme.

1.3 Contribution

The main contributions are related to the motion model and its integration, including modeling
as well as implementation aspects. Several models highlighting motion contrasts of different
nature are proposed. In addition, the integration of both static and motion models is discussed.
The main contributions are the following:

• Modeling and comparison of several motion models, highlighting motion contrasts of dif-
ferent nature, namely magnitude and phase motion contrasts. These models include two
novel approaches, the vector model highlighting relative motion contrast, and the phase &
magnitude model which decouples phase from the magnitude conspicuities.

• Modeling and comparison of several motion integration schemes used to fuse both static
and motion components, including the novel priority scheme as an alternative to the com-
petitive scheme [6, 7].

• An evaluation of dynamic models using psycho-physical experiments, including various
categories of video sequences (synthetic and real sequences, acquired with fixed and moving
background), showing advantages and inconveniences of each model as well as preferred
domain of application [8].

• Novel map integration strategies, namely the long-term and the non-linear exponential
normalizations [9], as alternative to those proposed in the classical model [5].
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• Two computer vision applications based on visual attention. The first one is an original
robot localization system encompassing panoramic vision and attention guided feature
detection (appendix A). The second one is a novel computational approach of visual
attention for omnidirectional images. The processing is performed in spherical geometry,
and is thus applicable for any omnidirectional image that can be mapped on the sphere,
typically images acquired with an hyperbolic or parabolic mirror (appendix B).

1.4 Thesis outline

The remainder of the thesis is structured into three main parts distributed in ten chapters. The
first part is dedicated to the state of the art, presenting the works related to three axes namely,
(i) the static model design, (ii) the motion model design and (iii) the integration of both models.

The second part is the modeling part described from Chapter 3 to 5. Chapter 3 presents the
static model. A detailed description of the saliency-based model of VA [4] is given. We include
some improvements related to the feature integration strategies.

Chapter 4 discusses the design of the motion model. Several motion models are proposed.
First motion estimation using region-based matching technique is described. Then different mo-
tion contrast detection methods applied to the motion field are proposed to define the considered
models. Chapter 5 investigates the integration of both motion and static information. Several
motion integration strategies are presented, including the competitive scheme and the priority
scheme.

The third one is the model evaluation part, described from Chapter 6 to 9. Chapter 6 presents
the methodology used to compare and evaluation the performances of computer models. In the
evaluation, psycho-physical experiments are used to compare experimental data to computer
data.

Chapter 7, 8 and 9 present respectively the evaluation of the static models, the motion models
and the motion integration strategies.

Finally, Chapter 10 concludes the work by providing a summary of the main concepts, dis-
cussing the advantages and limitations of the considered computer models, and providing an
outlook of future works.



Chapter 2

State of the art

VA is the ability of the human vision system to rapidly select the most relevant information
of the visual field. It is a concept of human perception resulting from visual processing in the
brain. Several mechanisms involve the interaction of different areas in the brain. A detailed
background on the neurobiology of VA is provided in [1, 10].

In neurobiology and psychology, the scientific community has made impressive advances to-
wards understanding and modeling VA. In the field of computer vision, these advances have
allowed the development of computer models simulating VA. Related investigations in computer
vision are motivated by two distinctive objectives [10]. The first is to better understand human
perception and provide a framework to assess experimentally the suitability of psycho-physical
models or theories. The second objective is to develop a technical system which represents a
useful front-end for higher-level processing, providing faster and more robust vision applications.
Recent fields of application include image and video compression [11], object recognition [10, 12],
image segmentation [13], and robot localization [14, 15, 16]. We note that there exists an overlap
of the objectives. Indeed, the psycho-physical models might be used in computational applica-
tions, while technical systems might be well suited to explain psycho-physical data. Regarding
our investigations, we focus on both objectives, with a main emphasis on the development of a
technical system.

In this chapter, we present the state of the art of computer VA models. It is composed of
three main parts, corresponding to the three axes of investigation:

• State of the art of static models (Section 2.1);

• State of the art of motion models (Section 2.2);

• State of the art of motion integration (Section 2.3).

15
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2.1 Static model

We have previously mentioned in the introduction that attention can be controlled either in an
unconscious manner or in a voluntary manner. The former is called bottom-up attention. It is
the main scope of the thesis and it will be therefore exposed into details. The latter is called top-
down attention and, compared to the former is less studied in the scientific community. Indeed,
bottom-up processing is better investigated, and for computational systems, easier to realize.
Recent works present attention systems combining both top-down and bottom-up information
[17, 1, 18]. In [10], the author proposes an attention system that operates alternatively in an
exploration mode (bottom-up) and in a recognition mode (top-down) based on prior knowledge.
We refer the reader to a complete state of the art presented in [10] for more related details and
references regarding top-down attention.

Attention models can be divided in two categories [10]: (i) the connectionist models [19, 20]
which are based on neural network units and (ii) the filter models that use classical filtering
methods [21, 22, 23, 10]. On one hand, the connectionist models claim to be more biologically
plausible, since they are based on single units corresponding to neurons in the human brain. Each
unique unit is therefore able to be treated differently and shows different behavior. Conversely,
the filter models usually consider each pixel as a unit that is processed identically. It is an
advantage in terms of computational efficiency and the filter models are especially well suited
for computer vision applications. In this thesis, the proposed computer models belong to the
second category.

While some computer models concentrate more on psycho-physical and biologically plausible
aspects [24, 23, 25], other models focus more on efficient computation dedicated to computer
vision applications. Those models belong to the filter models. Proposed in [4], the first compu-
tational architecture of bottom-up VA includes several concepts that are supported by neuro-
biologically evidences. These concepts include the feature integration theory, the center-surround
mechanisms, the saliency map, winner-take-all network (WTA) and inhibition of return (IOR).
Several models are based on these concepts. In [26], the authors develop one of the first imple-
mentation including center-surround difference based on classical filtering. A relaxation process
is used for the map integration. Such an implementation results however in high computational
cost.

One of the most actual model is presented in [5]. It is particularly interesting for its efficient
approximation of center-surround differences. Center-surround contrast detection is based on
gaussian image pyramid and cross-scale difference. In addition, the relaxation process is replaced
by a weighting scheme for the map integration, resulting in faster computation.

This model [5] will be used as framework regarding the design of the static model. Therefore,
the proposed static model relies on the same approach, with some improvements regarding the
feature integration strategies. This will be the scope of chapter 3.
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2.2 Motion model

2.2.1 Neuroscience point of view

Motion is of fundamental importance in biological vision systems. Specifically, motion is clearly
involved in visual attention, where rapid detection of moving objects is essential for adequate
interaction with the environment [27].

Advanced research in neurophysiology have studied motion analysis in the primate cortex.
Today, it is generally admitted that motion processing in the monkey cortex goes through a serie
of areas (V1, MT, MST, 7a) connected in a hierarchical way [28]. Each area is specialized in
particular motion features, generally from simple to more complex and with smaller to larger
receptive fields higher up in the hierarchy. In [29], the authors propose a complete motion
representation including selectivities of the mentioned areas (Figure 2.1):

• V1 area: selective for particular local speed and direction of motion.

• MT area: selective similarly to V1 with larger receptive fields. In addition MT is selective
for a particular angle between local movement direction and spatial velocity gradient.

• MST area: selective for complex motion patterns such as expansion (zoom-in), contrac-
tion (zoom-out) and rotation.

• 7a area: selective to four different types of patterns: translation and spiral motion as
in MST, full field rotation and radial motion (expansion or contraction) within largest
receptive fields.

This hierarchical motion representation illustrates that attention is linked to motion contrasts
of different nature: (i) motion contrast in magnitude, (ii) motion contrast in phase. Motion
contrast in magnitude is motivated by the existence of several speed range selectivities (three
in the representation), while motion contrast in phase is motivated by the existence of a set
of direction selectivities (twelve in the representation). We notice that the number of range
and direction selectivities are not defined from neuro-biologically evidence. The representation
illustrates a concept rather than an exact model.

The hierarchical motion representation and the motion contrasts described above, have a
particular importance in the motion model design. Motion contrasts in phase and magnitude
constitute the basic elements that will be used to define the proposed models. This will be the
scope of Chapter 4.

The next subsection presents the state of the art of dynamic computer models, and puts the
emphasis on motion models. We prefer providing a state of the art on dynamic models rather
than motion models, since any attention system requires both static and motion information in
the design [6].
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Figure 2.1: The full motion hierarchy. This shows the set of neural selectivities that comprise
the entire pyramidal hierarchy covering visual areas V1, MT, MST and 7a (from [29]).

2.2.2 Dynamic computer models

The related research in neuroscience permits to better understand how motion is processed in
the brain. Over the last decade, such knowledge in neurophysiology has made possible computer
modeling of visual attention. While numerous computer models have been developed for still
image (static model), only few investigations focusses on computer modeling of dynamic visual
attention. In order to deal with video sequences, dynamic models generally integrate additional
motion components to the classical saliency-based model, a model proposed by Koch and Ullman
[4]. A brief description of the related state of the art of dynamic computer models is given below.

In [30], the author considers a dynamic model combining static features (color, intensity,
orientations) and dynamic features (temporal changes, four motion directions (0◦, 45◦, 90◦ and
135◦) and a comparison with human vision is performed experimentally, by comparing the models
with respect to the eye movement patterns of human subjects.

This investigation concludes with three points. First, motion contrast is much more relevant
than any other features for predicting human attentional behavior. Second, the results show
that a model including all the features, fits better to average human visual behavior than any
model comprising one single channel. Finally, the study concludes that attentional allocation is
strongly influenced by the low-level visual features during free-viewing of dynamics color scenes.

In [31], the authors propose a dynamic model that is based on the motion contrast, com-
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puted as the difference between local (hierarchical block matching) and dominant motion (2D
affine motion model with M-estimators). The motion contrast computation includes an efficient
weighting scheme, which promotes the motion map according to the rate of relative motion. This
work confirms that attentional allocation is strongly influenced by the low-level visual features,
as well as the model that incorporates all features is the most suitable.

In addition, the authors investigate the influence of viewing time and illustrate experimentally
that in a free viewing time, attentional allocation is continuously and strongly driven by the low-
level visual features.

In [32], the authors describe a dynamic model using affine motion estimation [33] and motion
camera compensation as motion model. Thereby, this approach highlights conspicious moving
regions, which are different from the background motion.

Another dynamic model proposed in [34] includes a motion model based on motion contrasts
computed from planar motions, which are estimated by point correspondences using SIFT [35].

The next section presents the state of the art of the motion integration strategies.

2.3 Motion integration strategy

Motion integration strategy refers to the map integration strategy used to fuse both static and
motion saliency maps. The resulting dynamic saliency map is defined as:

Sdyn = f(Sstatic, Smotion), (2.1)

where f(.) reflects the map integration strategy. We briefly mention several works that have
influenced our own investigations.

In [21], the authors propose and compare three strategies used to integrate a set of conspicu-
ity maps in a resulting saliency map. We mention them in the state of the art of this chapter,
since such strategies can be applied to any kind of feature maps: (i) the straightforward normal-
ization summation, (ii) the contents-based global amplification normalization and (iii) the more
biologically plausible non-linear iterative normalization. Moreover, the last strategy is used in
[30] to integrate color, intensity, orientation and motion features.

In [31], the authors present a dynamic model based on local and dominant motion. Their
proposed map integration scheme relies on both intra-map and inter-map competition, a con-
cept inspired from [26]. It consists in the summation of two contributions. The intra-map
contribution, which promotes the feature maps having a sparse distribution and demotes feature
maps having numerous conspicious locations. The second contribution is the inter-map contribu-
tion. It is based on complementarities (saliency induced by one feature only) and redundancies
(saliency induced by conjunction of multiple features).

Another dynamic model proposed in [34] includes a motion model based on planar motion,
which is estimated by point correspondences using SIFT [35]. Regarding the map fusion, the final
saliency map results from the weighting summation of both maps. The weights are determined
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in terms of a pseudo-variance, defined as a function of maximum value and median value of the
motion saliency map.

In [32], the authors describe a dynamic model using affine motion estimation [33] and motion
camera compensation as motion model. Motion integration is performed by applying a maximum
operator, which takes maximum value between both maps. The saliency map indicates therefore
both most salient static and moving features. This method has the inconvenience not to perform
an inter-map competition.

Regarding our own contributions, we present in [6] a comparative study of various visual
attention models combining both static and dynamic features in different ways. We define
several strategies, which are classified in two distinctive schemes, the competitive and motion
priority schemes. Chapter 5 will therefore cover the mentioned motion integration schemes.



Chapter 3

Static visual attention model

3.1 Chapter introduction

This chapter defines the static model of VA, which will be used in the design of the dynamic
computer model of VA. The classical model of VA computes a saliency map in a process that
encompasses several map integration steps. Compared to the classical one, we propose a static
model that shares the same concepts, with several differences regarding the map integration
strategies.

Several map integration strategies are presented, the former are issued from the state of the
art, while the later are alternatives to the former in order to solve inconveniences that we will
expose later. All these strategies will be compared and evaluated experimentally in Chapter 7.

As first contribution, the non-linear exponential map transform is proposed as alternative
to the non-linear DoG iterative map transform [21]. As second contribution, the long-term
normalization is proposed as an alternative to the peak-to-peak normalization.

This chapter is organized as follow. First, Section 3.2 presents the classical saliency-based
model of VA as a framework of the considered static model. Second, Section 3.3 discusses sev-
eral map integration strategies. A state of the art is first presented (Subsection 3.3.1). Then
several map integration schemes are defined, both issued from the classical model (Subsec-
tions 3.3.2, 3.3.3 and 3.3.4). Their advantages and inconveniences are discussed. After that,
our contributions, namely the long-term normalization (Subsection 3.3.5) and the non-linear
exponential map transform (Subsection 3.3.6) are detailed. Finally, Section 3.4 defines the map
integration strategies that will be considered in the evaluation. The most suitable strategy will
therefore be used to define the static part of dynamic computer model.

3.2 Saliency-based model of visual attention

The saliency-based model of visual attention was proposed by Koch and Ullman [4]. It is based
on three major principles: (i) visual attention acts on a multi-featured input; (ii) saliency of
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locations is influenced by the surrounding context; (iii) the saliency of locations is represented
on a scalar saliency map. Several works [26, 5, 25] have dealt with the realization of this model.
Typically, the saliency map results from 3 cues (intensity, orientation and chromaticity) and the
cues stem from 7 features. We note that other cues and features are possible (e.g. depth [36]).
The different steps of the model are illustrated in Figure 3.1 and are detailed below.

First, 7 features are extracted from the scene by computing the so-called feature maps from
an RGB color image. The features are typically: (a) one intensity feature F1, (b) two chromatic
features based on the two color opponency filters red-green F2 and blue-yellow F3 and (c) four
local orientation features F4..7.

In a second step, each feature map is transformed into its conspicuity map: the multiscale
analysis decomposes each feature Fj in a set of components Fj,k for resolution levels k=1...6; the
center-surround mechanism produces the multiscale conspicuity maps Mj,k to be combined, in
a competitive way, into a single feature conspicuity map Cj in accordance with:

Cj =
K∑

k=1

N (Mj,k), (3.1)

where N (.) is a map transformation function that is used to integrate in a competitive way the
different scale maps Mj,k into the conspicuity map Cj. A detailed description of the different
map integration strategies is provided in Section 3.3.

In the third step, using the same competitive map integration scheme as above, the seven
features are then grouped, according to their nature, into the three cues intensity, color and
orientation. Formally, the cue conspicuity maps are thus:

Cint = C1; Cchrom =
∑

jε{2,3}
N (Cj); Corient =

∑

jε{4,5,6,7}
N (Cj). (3.2)

In the fourth step of the attention model, the cue conspicuity maps are integrated, into a
saliency map S, defined as:

S =
∑

cueε{int,chrom,orient}
N (Ccue). (3.3)

The largest values in the saliency map indicate the most salient areas in the image. Fi-
nally, the spot of attention selection is performed by applying iteratively on the saliency map
Winner-take-all mechanism (WTA) and inhibition of return (IOR). The idea consists in detect-
ing successively the locations of the maxima. First, the most salient spot is detected as the
maximum location in the map. Local inhibition is then activated at the current maximum lo-
cation, which prevents the next spot from returning to previously attended location. Then, the
next spots are detected by repeating WTA and IOR.

We have presented the framework of the static model. As we can see, the model encompasses
a map integration step at different levels (multiscale, feature conspicuity and cue conspicuity
levels (Figure 3.1)). We will see in the next section several map integration strategies.
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Figure 3.1: Saliency-based model of visual attention proposed by Koch and Ullman [4]

3.3 Map integration strategies

To compute the saliency map, several maps of different nature are combined at the multiscale,
feature conspicuity and cue conspicuity levels. Several map integrations are possible and the
strategy used to combine the maps can be different from a level to another. The map integration
can generally be divided in two steps. First, a normalization scheme N1(.) scales the value ranges
of the different maps to a comparable value. Indeed, each map may exhibit different value ranges
due to feature extraction mechanisms of different nature (intensity, color, orientation). Second,
a map transform N2(.) is applied to simulate a competition mechanism between the maps to be
integrated. Formally, the resulting map C after the map integration procedure can be defined
as:

C =
∑

i

N2(N1(Ci)), (3.4)

where Ci refer to the maps to be integrated.
The remainder of the section is described as follow. First, we present the state of the art.
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Then we focus on the strategies proposed in the classical model [21]. Their advantages and
inconveniences are discussed, and therefore, we propose alternative strategies. Finally, we define
six map integration strategies that will be compared and evaluated experimentally. The most
suitable strategy will be used to define the static part of the dynamic VA model.

3.3.1 State of the art

In [31], the authors propose a map integration scheme that relies on both intra-map and inter-
map competition, a concept inspired from [26]. It consists in the combination of two contribu-
tions. The intra-map contribution, which promotes the feature maps having a sparse distribution
and demotes feature maps having numerous conspicious locations. The second contribution is
the inter-map contribution. It is based on complementarities (saliency induced by one feature
only) and redundancies (saliency induce by conjuction of multiple features).

In the investigation of the classical model [5], the authors compare three strategies to integrate
a set of conspicuity maps in a resulting saliency map [21]. Each of the three strategies applies a
preliminary peak-to-peak normalization in order to scale the dynamic range at the same value.
This method will be considered in the normalization scheme evaluation and is therefore presented
in Subsection 3.3.2.

The first strategy is the straightforward normalization summation, which consists in summing
the maps. It has the drawback to include irrelevant noise in the saliency map, for example an
homogeneous map. We do not consider it for its evident inaccuracy.

The second strategy is the contents-based global amplification map transform. A weighting
scheme is applied in order to simulate inter-map competition. The idea is to promote maps having
a sparse distribution of saliency and to suppress maps having numerous conspicuous locations.
This method will be considered in the evaluation of the map transforms. It is presented in
Subsection 3.3.3.

The third strategy is the more biologically plausible non-linear iterative map transform. DoG
filtering is used iteratively and has the advantage to perform intra-map competition, which tends
to suppress the noise located around strong conspicious locations. This method is also considered
in the map transform evaluation. It is presented in Subsection 3.3.4.

3.3.2 Peak-to-peak normalization scheme NPP

This normalization scheme scales all maps to the same value range in order to eliminate across-
modality amplitude difference due to dissimilar feature extraction mechanisms.

In this section and the following ones, we will use the following notation: the conspicuity map
C is defined as set of pixels {ci}. Formally, the peak-to-peak normalization scheme is defined as:

NPP (c) =
c− cmin

cmax − cmin
, where cmin = min

cεC
(c) and cmax = max

cεC
(c). (3.5)
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3.3.3 Contents-based global amplification map transform Nlin

The basic idea is to simulate a competition mechanism between the maps (inter-map competi-
tion). A scalar weight w is assigned to each map C that holds for its individual contribution.
Each map is weighted by its corresponding weight, which will increase or decrease the contribu-
tion of the map in the combination process. The weight is computed from the conspicuity map
itself and tends to catch the global interest of the map.

This strategy is defined in three steps. First, a normalization scheme is applied. All maps
are normalized to the same value range by applying a peak-to-peak normalization according to
Eq. 3.5.

Second, a weight w(.) is computed as a function of M and m, which are respectively the
global maximum value and the average of all the other local maxima:

w1(C) = (M −m)2. (3.6)

Third, the map transform Nlin(.) is applied. Each map is multiplied by its corresponding
weight:

Nlin(c) = w1(C) · c. (3.7)

Formally, the content-based global amplification map transform Nlin/PP is finally defined as:

Nlin/PP (c) = Nlin(NPP (c)). (3.8)

As mentioned in [1], this strategy compares the maximum activity in the entire map to the
average activity. In other words, the weight measures how different the most active location is
from the average. It is computationally very simple and thus ideal for real-time implementation.
Three drawbacks are mentioned: first, the strategy is not biologically plausible, since global
maximum computation is not possible using local connection of neurons. Second, this strategy
is not able to enhance a feature map in which a unique location is significantly more salient
than all other. The unique salient location is generally surrounded by a noise background, which
should be ideally suppressed. Third, the corresponding weight of a map with two equally strong
spots without activity in the background would suppress the map, while both spots are expected
to be salient. The authors therefore propose a sophisticated iterative approach, that is presented
in 3.3.4.

We briefly mention that there exists in the literature other ways to define the weight to
overcome the previous drawback [10]. We also propose to compute the weight as follow:

w2(C) =
cmax
c
, (3.9)

where cmax and c are respectively the maximum value and the mean value of C. In this way,
the weight w2(.) has the advantage to promote a map with two equally strong spots without
activity in the background, while w1(.) would suppress the map.
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We note that when the conspicuity map is normalized, its global maxima value is directly
equal to the maximum value range.

Another non-mentioned drawback is the use of a peak-to-peak normalization. It scales the
value range of each map to its full range, regardless of the effective amplitude of the map. The
next section presents the iterative approach.

3.3.4 Non-linear iterative map transform Niter

The non-linear iterative strategy [21] is more biologically plausible and tends to solve some in-
conveniences mentioned above. It is composed of two steps. First, a normalization scheme is
applied. All maps are normalized to the same value range by applying a peak-to-peak normal-
ization (Eq. 3.5). Second, a map transform Niter(.) is applied. A filtering based on difference of
gaussian (DoG) is applied iteratively to each map according to:

Niter(c) = cn with Cm = |Cm−1 + Cm−1 ∗DoG− ε|≥0, m = 1...n, (3.10)

where the filtering, initiated by C0 = C, iterates n times and produces the iterative mapping
Niter(C). Formally, the iterative non-linear map transform Niter/PP is finally defined as:

Niter/PP (c) = Niter(NPP (c)). (3.11)

This non-linear operator promotes the major peak while suppressing less conspicious loca-
tions. In addition to the fact that it is inspired from human vision[37], this map transform has
the advantage to keep unique salient locations, while suppressing the lesser important values
forming the background. It has however the drawback to be time consuming, since the operator
is iterative and based on spatial convolution. Further, this strategy uses again the inconvenient
peak-to-peak normalization to scale the range value. We mention that both map transforms
Nlin(.) and Niter(.) can be used with other normalization schemes.

To summarize, both strategies above have the drawback to use a peak-to-peak normalization
to scale the value range of the maps to be fused. In addition, while the non-linear iterative map
transform is more accurate and more biologically plausible, the iterative difference of gaussian
filtering is very heavy in term of computation costs.

Therefore, we present our two contributions as alternatives: Subsection 3.3.5 presents the
long-term normalization scheme as alternative to the peak-to-peak normalization and Subsec-
tion 3.3.6 presents the non-linear exponential map transform as alternative to the iterative
non-linear map transform.

3.3.5 Long-term normalization scheme NLT

Considering the general problem of fusing a set of feature maps into a unique map, one must con-
sider the different value ranges of the feature maps and thus a normalization step is mandatory.
One straightforward way is to scale each map to the same value range (e.g., between 0 and 1), as
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performed in the two previous map integration strategies. Such a normalization removes impor-
tant information about the magnitude on the map. For example, a low feature response will be
scaled at a comparable response to a high feature response, which is inappropriate. Before intro-
ducing the long-term normalization as alternative, we will see that the map integration strategy
is not necessary the same from a level to another one. Indeed, when the integration concerns
maps issued from similar features, their value range is similar and the maps can be combined
directly without peak-to-peak normalization. This is the case for integrating multiscale maps
(Eq. 3.1) and also for the integrating similar features conspicuity maps (Eq. 3.2). However, in-
tegrating several cues into the saliency map (Eq. 3.3) is different because the channels intensity,
chrominance and orientation have different mechanism extraction and may exhibit completely
different value ranges. A normalization step is in this case mandatory. To summarize, using
for example the iterative non-linear map transform results in the following strategies for the
different levels (Figure 3.1):




Niter/ID(c) = Niter(c) (multiscale level)
Niter/ID(c) = Niter(c) (feature conspicuity level)
Niter/PP (c) = Niter(NPP (c)) (cue conspicuity level),

(3.12)

where Niter/ID(.) refers to the iterative map transform without peak-to-peak normalization
NPP (.).

We will see now an alternative to the peak-to-peak normalization. The idea is to normal-
ize each channel with respect to a maximum value which has universal meaning [38, 9]. The
procedure, named long-term normalization, scales the cue map with respect to a universal or
long-term cue specific maximum mcue by

NLT (c) =
c

mcue

. (3.13)

Practically, the long-term cue maximum can be estimated for instance by learning from a
large set of images. The current procedure computes it from the cue maps Ccue of a large set of
more than 500 images of various types (lanscapes, traffic, fractals, art, ...) by setting it equal to
the average of the cue map maxima.

Another approach as alternative to the peak-to-peak normalization is mentioned in [31].
The value range of each feature map are normalized by using the theoretical maximum of the
considered feature computed in a heuristic way.

The next subsection describes an alternative to the iterative non-linear map transform.

3.3.6 Non-linear exponential map transform Nexp

As alternative to the more biologically plausible but time consuming iterative non-linear map
transform, we propose the non-linear exponential map transform [39, 9]. It is computed in
two steps: intra-map competition is performed by applying the exponential operator, then, a
weighting scheme for inter-map competition is applied to the map:
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Nexp(c) = w2(Cexp) · cexp and cexp = c ·
(

c

cmax

)γ
, (3.14)

where w2(.) refers to the weighting scheme that simulates the inter-map competition. The
mapping has exponential character imposed by γ > 1: it promotes the higher conspicuity values
and demotes the lower values; it therefore tends to suppress the lesser important values forming
the background. Compared to the iterative map transform, it has the advantage to be more
efficient in term of computation costs.

3.4 Static model

We have introduced previously three map transforms. The contents-based global amplification
Nlin and the non-linear iterative Niter are issued from the state of the art, while the non-
linear exponential Nexp is a proposed alternative to Niter. In addition, we have presented two
normalization schemes, the peak-to-peak NPP and the alternative long-term NLT .

As expected, not all perform equally well. To define the static model that will be integrated in
the design of the dynamic model of VA, an evaluation of the different strategies [9] is performed
using psycho-physical experiments. We define six map integration strategies issued from the
combination of the three map transforms (Nlin, Niter andNexp) with one of the two normalization
schemes (NPP and NLT ), as illustrated in Table 3.1.

Table 3.1: Six map integration strategies issued from the combination of the three map trans-
forms (Nlin, Niter and Nexp) with one of the normalization schemes (NPP and NLT ).

NPP NLT
Nlin M1 M4

Niter M2 M5

Nexp M3 M6

Formally, the six map integration strategies used in the performance evaluation are defined
as:

Configuration M1 :




Nlin/ID(c) = Nlin(c) (multiscale level)
Nlin/ID(c) = Nlin(c) (feature conspicuity level)
Nlin/PP (c) = Nlin(NPP (C)) (cue conspicuity level),

(3.15)
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Configuration M2 :




Niter/ID(c) = Niter(c) (multiscale level)
Niter/ID(c) = Niter(c) (feature conspicuity level)
Niter/PP (c) = Niter(NPP (C)) (cue conspicuity level),

(3.16)

Configuration M3 :




Nexp/ID(c) = Nexp(c) (multiscale level)
Nexp/ID(c) = Nexp(c) (feature conspicuity level)
Nexp/PP (c) = Nexp(NPP (C)) (cue conspicuity level),

(3.17)

Configuration M4 :




Nlin/ID(c) = Nlin(c) (multiscale level)
Nlin/ID(c) = Nlin(c) (feature conspicuity level)
Nlin/LT (c) = Nlin(NLT (C)) (cue conspicuity level),

(3.18)

Configuration M5 :




Niter/ID(c) = Niter(c) (multiscale level)
Niter/ID(c) = Niter(c) (feature conspicuity level)
Niter/LT (c) = Niter(NLT (C)) (cue conspicuity level),

(3.19)

Configuration M6 :




Nexp/ID(c) = Nexp(c) (multiscale level)
Nexp/ID(c) = Nexp(c) (feature conspicuity level)
Nexp/LT (c) = Nexp(NLT (C)) (cue conspicuity level),

(3.20)

The evaluation of the six mentioned configuration are presented in Chapter 7. The most
suitable strategy will be used to define the static part of the dynamic VA model.

To summarize, this chapter presented the static VA model. Several map integration strategies
have been considered, combining a map transform with a normalization scheme. Two map
transforms (Nlin, Niter) are issued from the state of the art, while the non-linear exponential
Nexp(.) have been proposed as an alternative to the non-linear iterative Niter for computational
cost issues.

In addition, two normalization schemes have been considered, the inappropriate peak-to-peak
NPP and the proposed alternative long-term NLT . Finally, we defined the six configurations that
are considered for the evaluation of Chapter 7 .

While this chapter deals with the static model, the next chapter presents the motion model
that will be integrated to the static model to define the dynamic architecture.
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Chapter 4

Motion visual attention model

4.1 Chapter introduction

Previously, we described a computer model used to highlight salient locations in still images.
Motion is clearly involved in VA mechanisms, therefore a computer model of VA designed for
video sequences must consider static information as well as motion information. This chapter
investigates the design of the motion VA model.

The design of the proposed models relies on recent findings in neuroscience, specifically on
motion processing in the brain. In [29], the authors propose a complete motion representation.
Details are given in the state of art (Chapter 2, Subsection 2.2.1). Two categories of motion
contrasts are salient in the motion representation, the former in magnitude, the latter in phase
(Figure 4.1). The former is discriminant in terms of magnitude. Such contrasts is defined
as a difference of speed magnitude between the center and surrounding motion. The latter is
discriminant in term of phase, in other word, a difference of speed direction.

(B) Phase Contrast:(A) Magnitude Contrast:

Center motion

Surround motion Surround motion

Center motion

Figure 4.1: Two categories of motion contrasts: (A) magnitude motion contrast, (B) phase
motion contrast.

The motion models that will be presented in this chapter, have the capability to highlight
the motion contrasts mentioned above. Four models are presented: the motion magnitude model
highlighting magnitude contrasts, and three motion models highlighting motion contrasts both
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in phase and magnitude, namely, the motion model based on direction decomposition, the vector
motion model, and the phase & magnitude motion model. While the first two models are issued
from the state of the art, the two latter models represent our own contributions.

Motion models can be described in two steps:

• The estimation of the motion field, i.e. attribution of a motion vector for each image pixel
location. The motion field corresponds to the input feature which will be processed to
detect motion contrasts.

• Applying a contrast detection method to the motion field. The method differs according
to the considered motion model.

Therefore, the structure of the chapter is defined as follow: first, Section 4.2 describes the
motion estimation. Region-based matching technique is used to define the motion field. We will
discuss the requirements to estimate motion accurately. Second, Section 4.3 presents the four
models highlighting the mentioned motion contrasts. All use a contrast detection method, which
is based on difference of Gaussian. Finally, Section 4.4 presents an alternative implementation of
the considered models: this method is based on motion pyramid, on which a motion conspicuity
operator is applied to detect motion contrast.

4.2 Motion estimation: region-based block matching

From a physical point of view, motion v at a spatial location x and time t is defined as the
derivative of x over the time:

v(x, t) = lim
∆t→0

∆x

∆t
=
dx

dt
. (4.1)

Motion can be seen as the ratio of the displacement ∆x by an infinitesimal time interval ∆t.
From an image processing point of view, each pixel of an image f(x, t) corresponds to the

intensity value, obtained by projection of the 3-D space onto the image plane, sampled at a given
time t. In a video sequence, intensity variations over the time are mainly induced by moving
patterns in the image. Translation pattern refers to a set of pixels that are moving coherently
at a given velocity. Due to the discrete nature of video stream, motion v(x) is defined as the
displacement ∆x of the translating pattern between two consecutive images:

v =
∆x

∆t
. (4.2)

Motion in the image plane is commonly represented by a vector field M = {v(x)}. Motion can
be induced either by the displacement of the objects in the 3-D space, either by the displacement
of the camera plane or both.

To compute the motion field, several motion estimation techniques are available in the liter-
ature. They are divided into three groups:



4.2. MOTION ESTIMATION: REGION-BASED BLOCK MATCHING 33

• Region-based matching techniques [40, 41, 42, 43]. Commonly used in video com-
pression, these methods estimate motion by matching blocks from two consecutive frames,
minimizing (or maximizing) a metric, which evaluates a dissimilarity (or similarity). These
techniques are investigated in this chapter.

• Gradient-based matching techniques [44, 45, 46]. Motion is estimated from derivatives
of image intensity over space and time, using the assumption that the image luminance
is invariant along the motion trajectories. These techniques will be discussed in the next
chapter.

• Transform-domain techniques [47, 48, 49, 50]. These methods are based on Fourrier
transform or Gabor transform and compute motion using the fact that a translation in the
image induce a phase variation in the transform domain.

In this dissertation, we investigate the design of a VA computer model using one of the three
techniques. We do not intend to provide a review of all these techniques, since the literature is
already well established. Instead, we investigate the requirements of the region-based matching
technique in order to design a reliable computer model.

We will now expose the general approach of region-based matching techniques. Such methods
are commonly used in video compression [51, 52, 53]. The general idea of the block matching
algorithm (BMA) is to evaluate a motion vector for each pixel location of the image, by block
matching between two successive grayscale frames. Generally the matching is performed by
minimizing a distance measure, which evaluates the dissimilarity between two blocks.

The resulting motion field depends on the block partitioning method. Three methods are
possible to partition the image into blocks. The first one define a block for each pixel location. We
name this method the high resolution block matching algorithm. Named as non-overlapped BMA,
the second one partitions the image into non-overlapped blocks. Finally, the third one partition
the image in block that are partially overlapped. This approach named partial overlapped BMA
can be seen as a good trade-off between the computationally heavy high resolution BMA and
the less suitable non-overlapped BMA.

The remainder of this section is defined as follow: Subsection 4.2.1, 4.2.2 and 4.2.3 present
respectively, the high resolution BMA, the non-overlapped BMA and the partial overlapped BMA.
Subsection 4.2.4 presents the details of the BMA implementation. Then, a performance evalua-
tion of the three methods is covered in Subsection 4.2.5. Finally, the motion field, that is used
as input feature of the motion VA model, is defined in Subsection 4.2.6 by combining multiple
intermediate motion fields.

4.2.1 High resolution BMA

This method defines a block for each pixel of the image and therefore computes a motion vector
for each pixel location. Let us define x the pixel location of an image of size n · m, a square
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block W of size w and a square neighborhood L of size l centered at the x location (Figure 4.2).
For simplicity, the blocks as well as the neighborhood are square.

For each pixel location x, we define a block Bt(x) in the frame (t) and a block Bt+1(x + k)
in the frame (t+1 ), which is shifted by k compared to location of the current block Bt(x):

Bt(x) = {bt(x,y)} and Bt+1(x + k) = {bt+1(x + k,y)}, (4.3)

where y is the block index. For each possible k in the neighborhood L, both blocks are compared
by matching. A motion vector is attributed to the current block, corresponding to the best match
according to a distance measure f(k):

f(k) = D(Bt(x), Bt+1(x + k)). (4.4)

D(.) is a distance function which measures the dissimilarity between both blocks Bt and Bt+1.
Mean square error or mean absolute error are the most usual distances. We choose the second
one for its simplicity:

f(k) =
1

w2

∑

yεW

|bt(x,y)− bt+1(x + k,y)|. (4.5)

The motion vector (or displacement vector) kmin is estimated by finding the minimum of the
matching criterion f(k) among all block candidates ε L:

kmin = arg min
kε L

f(k). (4.6)

We note that alternatives would be to use cross-correlation or correlation coefficient metrics and
maximization. Implementation details regarding the minimum detection and vector estimation
are described in Subsection 4.2.4. Finally, the steps are repeated for each pixel location, resulting
to the 2D motion field M composed of n ·m vectors:

M = {k(x)}. (4.7)

frame (t +1)frame (t)

(1) Block of size w

w

(2) For each block:
Best matching on a

search window of size l

?

l

f(W,L,n,m)

nxm
2D Motion field

n

m

x

Figure 4.2: Region-based matching technique: (n ·m) image size, W size of block and L size of
the neighborhood.
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Thereby, this method defines a vector for each of the n · m overlapped block and has a
computational complexity equal to C ∼ w2 · l2 · n ·m, which is very high. On the other hand,
this method is the most suitable one for motion estimation. The next method proposes a more
efficient alternative to this computationally heavy method.

4.2.2 Non-overlapped BMA

Instead of defining a block for each pixel location, an alternative is to define a reduced number
of blocks. The non-overlapped block matching algorithm segments the image into a set of non-
overlapped blocks (Figure 4.3) and applies the same steps mentioned in the previous subsection.
The image is partitioned into blocks B(i, j) of size w×w, with i = {1, ..., n

w
} and j = {1, ..., m

w
}.

This leads to the 2D motion field composed of n·m
w2 vectors.

frame (t +1)frame (t)

(1) Block decomposition
of size w

w

(2) For each block:
Best matching on a

search window of size l

?

l

BMA(w,L,n,m)n

m nxm
w 2 vectors

Figure 4.3: Non-overlapped Block matching algorithm (BMA)

Compared to the previous one, this method has the advantage of reducing the complexity
to C ∼ l2 · n · m. We notice that the complexity becomes independent of the block size w.
While it is more efficient in terms of computation costs, it has the inconvenience to decrease
the resolution of the motion field, and it therefore provides a bad motion estimation (typically
at the border of two non-overlapped blocks). This drawback will be illustrated through some
examples in Subsection 4.2.5.

4.2.3 Partial overlapped BMA

Another possibility which can be seen as a trade-off between both previous methods is to define
blocks that are partially overlapped [54, 55]. We name it partial overlap BMA. The idea is to
reduce the number of blocks compared to the high resolution BMA in order to reduce the time
computation, while maintaining a minimal block overlapping in order to improve the accuracy
compared to the non-overlapped BMA.

Let us define ∆x the distance between two neighboring blocks. The image is partitioned into
overlapped blocks B(i, j) of size w × w, with i = {1, ..., n

∆x
} and j = {1, ..., m

∆x
}, resulting to

n×m
∆x2 overlapped blocks. The overlapping ratio is defined as the overlapped area divided by block



36 CHAPTER 4. MOTION VISUAL ATTENTION MODEL

area:
Aoverlap
Ablock

=
w2 − (2∆x− w)2

w2
. (4.8)

Regarding the computation costs, the complexity of the partial overlapped BMA is proportional
to C ∼ w2·l2·n·m

∆x2 .
To summarize, we have presented three different methods to partition the image into blocks.

Figure 4.4 illustrates these three methods: (A) the high resolution BMA with its high com-
putational cost and accurate motion estimation, (C) the non-overlapped BMA with its efficient
computation contrasted with its less accurate motion detection and (B) the partial overlap BMA
as a trade-off between both previous methods.

(A) High resolution
BMA

(B) Partial overlap
BMA

(C) Non-overlapped
BMA

Resolution
[px]

Aoverlap
Ablock

w2-(2∆x-w)2

w2 0 %~100 %

n x m n x m
∆x2

n x m
w2

∆x

Complexity w2 x l2 x n x m l2 x n x mw2 x l2 x n x m
∆x2

Figure 4.4: Block matching algorithm (BMA) using three different block partitioning.

We have described the general principles of region-based matching techniques. Further, three
different methods to partition the image have been considered. In Subsection 4.2.4, the details
of the implementation of the BMA are exposed. Then Subsection 4.2.5 presents some results
illustrating motion estimation based on the three BMA methods.

4.2.4 Implementation of block matching algorithm

The general approach of BMA has been described by three different ways for partitioning the
image into blocks. Here we provide the implementation details for computing the motion vector
field M. The considered implementation estimates motion with a precision of one pixel. Higher
precision could be obtained by interpolating the image at fractional pixel location [56]. In
addition, the considered implementation is based on full search algorithm, i.e. all possible block
candidates inside the search window L are taken into account. We briefly mention that fast
search techniques [57, 58] are alternatives to decrease the computation costs. However, these
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techniques can lead to minimum convergence problems, when the matching criterion fk is not
a monotonic function. For this reason, we use the full search algorithm.

For each block Bt

B. Distance
matrix

computation

Dkmin
C. Minimum
computation

Bt

L DLL

DL-LD-L-L

D-LL

D00
D. Vector
estimation

E. Local
minima
analysis

. .
.

.

Motion field M

A. Intensity
variation

thresholding

Figure 4.5: Description of the implementation of BMA.

To estimate motion, let us define the motion field M that can take two possible values for
each block location:

M(x) = {k(x)}, k(x) ε {N2, nil}. (4.9)

The motion vector can be either defined as a vector or either undefined (nil). The proposed
implementation constitutes five steps (Figure 4.5):

(A) Intensity variation inside the block is estimated by computing standard deviation σB of
the intensity values. The idea is to discard homogeneous blocks when the variation σB is inferior
to a given threshold Tσ (typically, 4% of the dynamic range). Formally:

k(x) = nil if σB < Tσ. (4.10)

The remaining steps are applied to blocks satisfying the preliminary condition (σB > Tσ).
(B) The matrix distance is computed using mean absolute error as dissimilarity measure.

The distance is computed for all block candidates. This leads to a l× l distance matrix Dk(x) =
{d(k,x)}, resulting from to Equ. 4.5.

(C) Minimum of the matrix dkmin
is computed using Equ. 4.6.

(D) The motion vector is attributed to the current block if the distance minima is inferior to
a given threshold, otherwise the motion vector is undefined:

k(x) =

{
kmin if dkmin

< T

nil otherwise.
(4.11)

(E) A local minima analysis is used to discard the motion vector if the distance matrix contains
one or several local minima of same order as the global minima dkmin

. Local minima dlocal are
defined with the distance matrix as follow:

dk ε dlocal if (dk < Tpercent · dkmin
) ∩ (‖k− kmin‖ > TD). (4.12)

The first condition implies the same magnitude order (typically Tpercent = 1.5), while the second
one implies local minima detected out of a neigborhood of radius TD to prevent minima being
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A. Original frames

B. Vector representation motion field

C. HSL representation motion field

D. HSL color representation

Figure 4.6: Motion estimation: an example of non-overlapped BMA with two representation of
the motion field. (B.) represents motion field with vectors, while (C.) with HSL color space.
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(1.)

(2.)

(3.)

(4.)

(5.)

Figure 4.7: Illustration of the BMA implementation: (1.) original frames, (2.) intensity variation
thresholding, (3.) motion field without step (A) and (E), (4.) motion field without step (E), (5.)
motion field including all steps. Motion fields are represented with HSL colorspace.
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Figure 4.8: Examples of motion estimation with and without the local minima analysis step (E).

close to the global minimum. Finally, the motion vector field is computed by applying the steps
(A) to (E) for each block Bt.

In order to visualize the motion field, we represent it according to two distinct representations:
the vector field representation and the HSL color representation. The former is straightforward
and prints a motion vector at each block location. The latter uses HSL color to represent the
motion field. Vector phase corresponds to hue, vector norm to saturation and luminance is fixed
to a constant value. HSL color space is presented in Figure 4.6 (D). Frames of three different
synthetic sequences illustrate the two representations of motion field based on non-overlapped
BMA.

Next we present in Figure 4.7 some results of the BMA implementation, including interme-
diate results illustrating the different steps. Partial overlapped BMA has been used. First, in
Figure 4.7 (2.), we illustrate step (A), which discards homogeneous blocks. Block locations that
are discarded are represented in blue. The remaining block locations that satisfy the condition
have sufficient intensity contrast and are therefore further processed. This step is mandatory
in order to suppress false motion vector due to the absence of contrast. (3.) and (4.) present
respectively motion estimation without and with intensity contrast thresholding. We notice
the clear improvement of motion field accuracy using step (A). In addition, this step has the
advantage to speeds up the computation, especially for images containing large homogeneous
regions. We present in (5.) the motion estimation including all the steps. Compared to (3.) and
(4.), motion field is more suitable and represents accurately motion sequence content. Finally,
Figure 4.8 illustrates the advantage of using the local minima analysis (step (E)).



4.2. MOTION ESTIMATION: REGION-BASED BLOCK MATCHING 41

4.2.5 BMA methods: results and comparison

This subsection presents some results in order to illustrate and compare the three considered
BMA methods using different block partitioning (high resolution BMA, partial overlapped BMA
and non-overlapped BMA). These results motivate the choice of the motion estimation method
that will be used in the motion VA model.

We present in Figure 4.9 motion estimation examples on natural real scenes for the three
BMA methods. Since high resolution BMA provides dense motion field, HSL color representation
has been used to compare the different BMA methods. Here are some technical details of the
considered methods. Image resolution is 512× 384 pixels, block size w and search window size l
are respectively 16×16 and 15×15 pixels. Motion field resolution is 512×384 for high resolution
BMA, 64×48 (50% overlapped area corresponding to ∆x = w/2) and 32×24 for non-overlapped
BMA. Figure 4.9 (B), (C) and (D) shows the motion estimation for the three methods.

The results illustrate higher accuracy of the high resolution BMA. Two reasons are exposed.
First, with its dense motion field, shape and contours of moving regions are detected accurately,
while we can see a degradation for the other methods. Artifacts due to the coarser resolution of
non-overlapped and partially overlapped BMAs are visible. As example, we can see in Figure
4.6 (C) non uniform detection of identical circles moving in the same direction. Therefore, high
motion resolution ensures accurate motion estimation.

Second, high resolution BMA, which has the highest rate of block overlapping, allows con-
tinuous motion detection, i.e. motion detected continuously and independently of the object
location relative to the block locations. Typically, non-overlapped block partitioning does not
allow to detect motion continuously when moving objects are located at the block borders.
Motion continuity is only possible when blocks are partially or fully overlapped. The more over-
lapped the blocks are, the more continuous the motion is. Figure 4.10 illustrates the motion
continuity problem. Motion estimation is presented for three successive frames. The sequence
shows a pedestrian crossing the street from left to right. By analyzing motion estimation, we
can see higher motion continuity for high resolution and partial overlapped BMAs, while motion
estimation is degraded for non-overlapped BMA. Important motion discontinuities are visible.

Finally, Table 4.1 summarizes the evaluation of the three BMA methods. High resolution
BMA is the most suitable method to estimate motion, while non-overlapped BMA is the least
suitable one. Regarding time computation, the latter is much more efficient compared to the for-
mer. With its suitable motion estimation, the partial overlapped BMA is an attractive method,
which is trade-off between performances and time computation. In addition, a VA model high-
lights coarse salient regions (typically the size of the fovea) and therefore it does not require the
highest motion resolution. For these reasons, we use the partial overlapped BMA to compute
motion estimation in the VA model.

The motion estimation method having been selected, the next subsection defines the motion
field that is used as input feature in the motion VA model. We will see that the motion field
results from the recombination of multiple intermediate motion fields, in order to cover a large
range of displacement scales.
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A. Original frames

B. Non-overlapped BMA

C. Partial overlapped BMA

D. high resolution BMA

Figure 4.9: Examples of motion estimation on natural real scenes for the three BMA methods
(HSL representation).
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A. Successive frames

B. Non-overlapped BMA

C. Partial overlapped BMA

D. High resolution BMA

Figure 4.10: A comparison of BMA methods: accurate motion estimation with high resolution
BMA. Motion continuity is more accurate for high resolution and partial overlapped BMAs,
while important discontinuities are visible for the non-overlapped BMA.
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Table 4.1: Comparison of the pyramid-based architecture and variable block size architecture.

Motion continuity accuracy Shape, contours accuracy computation Time
Non-overlapped BMA low low fast
partial overlapped BMA high intermediate intermediate
High resolution BMA high high slow

4.2.6 Motion field computation

This subsection defines the motion field M that is used as input feature in the motion VA model.
The motion field M refers to a 2D vectorial field, represented by a motion vector v(x) for each
pixel location of the image I:

M(x) = {v(x)}, v(x) ε {N2, nil}, ∀ x ε I. (4.13)

BMA methods define a motion field that represents moving blocks of specific size. Therefore,
estimating the motion field M directly by using BMA restricts the detection to one specific scale,
while video sequences may include moving areas of variable scales (i.e. large and fine areas in
motion). The following experiment illustrates the problem.

In this experiment, we estimate motion using BMA and we use one given block size. We use
a synthetic sequence composed of several squares of variable size in order to investigate the scale
effects (Figure 4.11 (a)). The squares are moving from right to left (4 pixels per frame). Motion
estimation is computed from partial overlapped BMA using a block size of 8 pixels.

Motion estimation is presented in Figure 4.11 (b). We can see that the moving squares are
not detected in the same way. Small squares are fully detected while large ones are detected
only in the corners. In addition, motion is not defined inside the large squares. For this reason,
estimating the motion field from one motion level is not an appropriate approach.

Therefore, an approach based on several motion levels that highlight a large range of dis-
placement scales is required.

First, we compute several intermediate motion fields, each one representing motion at a
given scale. This step can be performed using BMA and varying the block size. Formally, the
intermediate maps Mi(wi) are computed using BMA with variable block size wi = 2(i−1) · w1,
where w1 corresponds to the initial block size. The more the index i increases, the larger the
block is.

Second, we fuse the intermediate maps into a unique motion field M using a recombination
step (Figure 4.12). The recombination step computes the resulting motion field M(i, j) by
prioritizing the intermediate motion field Mi(i, j) having the lowest index i, in other words,
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(a) Original frame (b) one motion level (c) motion field after recombination

Figure 4.11: Motion field estimation: (b) method based on one motion level, (c) method based
on 6 intermediate motion fields after the recombination step.

Intermediate motion
field computation

Recombination
M1(w1)

M2(w2)

Mi(wi)

Unique
motion field M

Figure 4.12: Multi-scale motion estimation: the unique motion field M results from the fusion
of several intermediate motion fields.

small block size has the priority on large block size. Formally:

M(x) =





M1(x) if M1(x) 6= nil
M2(x) if (M2(x) 6= nil) ∩ (M1(x) = nil)
Mi(x) if (Mi(x) 6= nil) ∩ (Mj(x) = nil) ∀ j < i.

(4.14)

Figure 4.11 (c) shows an example of motion field using the recombination step. We can see that
this method improves the detection compared to the method based on one motion level.

4.2.7 Summary: BMA motion estimation

To summarize, this section presented the estimation of the motion field using BMA. Different
BMA methods according to three block partitioning methods are presented: (i) the high resolu-
tion BMA, (ii) the non-overlapped BMA, and (iii) the partial overlapped BMA. An evaluation
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has been performed to define the motion estimation method that will be used in the VA model.
With its suitable motion estimation, the partial overlapped BMA has been chosen for its trade-
off between performances and time computation. Finally, the motion field used as input feature
in the motion VA model has been defined as a combination of intermediate motion fields.

The next section presents the four models highlighting the motion contrasts introduced at
the beginning of the chapter, namely the magnitude contrast and the phase contrast.

4.3 Motion models: DoG filtering approach

As mentioned previously, motion contrasts of different nature are visually salient. Such motion
contrasts can be classified in two distinct categories: (1) motion contrast in magnitude and
(2) motion contrast both in phase and magnitude. In this subsection, we present several ways
for computing the motion conspicuity related to these two categories. Since visual attention
mechanisms are linked to center-surround differences, the four proposed models are based on
difference of gaussian filtering (DoG). Each model computes the motion conspicuity from the
motion field M (Equ. 4.13).

While we defined previously the motion field computation, we describe in the next subsections
the conspicuity computation methods, which applied on the motion field. First, we present
the multi-scale contrast computation. This approach, originally used to compute the static
conspicuities, is extended to motion. Then, we present the four motion models. The first one
highlights magnitude contrast (Subsection 4.3.2). The three remaining models highlight both
phase and magnitude contrasts. The second model is based on a direction decomposition scheme
(Subsection 4.3.3), the third one on vectorial convolution (Subsection 4.3.4) and finally, the last
one decouples phase and magnitude contrasts by computing separately the phase and magnitude
conspicuity (Subsection 4.3.5).

4.3.1 Multi-scale contrast computation

Inspired by the human vision system, center-surround difference refers to contrast between a
center and surround region according to a specific feature (Figure 4.13(a)). For the purpose
of modeling, the contrast computation leading to the conspicuity map Ccs is performed by
convolution of the feature F with a difference of gaussian function DoG(σc,α), defined respectively
by the center standard deviation σc and the center-surround ratio α:

Ccs(F , σc, α) = |F ∗ ∗DoG(σc,α)| = |F ∗ ∗Gσc −F ∗ ∗Gσs|, (4.15)

Gσ =
1

2πσ2
e
x2+y2

2σ2 , and σs = ασc. (4.16)

where the ∗∗ operator refers to the bi-dimensional convolution. The surround standard deviation
σs is imposed by σc and α.
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Therefore, center-surround contrast can be seen as a difference between a center and a sur-
round contribution, each one computed by bi-dimensional convolution of the feature with a
gaussian function Gσ of specific size.

In the human visual system, the variable size of the receptive fields allows to highlight
contrasts of variable center-surround ratio, i.e. several contrasts between center and surround
regions of different size (Figure 4.13(b)). Therefore, the multi-scale contrast computation is
performed by computing several intermediate conspicuity maps Ccs(i,α) by varying σc and the
center-surround ratio α:

Ccs(i,α)(F) = Ccs(F , σc(i), α) (4.17)

Finally, all intermediate maps Ccs(i,α) are integrated into the resulting conspicuity map C. For-
mally, we define the multi-scale contrast computation as:

C =
∑

i,α

N (Ccs(i,α)(F)). (4.18)

Typically, six intermediate maps Ccs(i,α) can be used, resulting from three standard deviations
σc = 2iσ0, i ε {0, 1, 2} combined with two different ratio α = {8, 16}, where σ0 is the initial
standard deviation.

(a) (b)

Feature

0.20

σs

σc

centersurround

Figure 4.13: (a) Center-surround contrast performed by difference of gaussian (DoG), (b) differ-
ent size of DoG, which model variable size of the receptive fields.

Thereby, this approach defines the conspicuity map by varying the parameters of the filter, σc
and α. This approach is commonly used to compute color or intensity conspicuities. Therefore,
one straightforward way is to use a similar approach for computing the motion conspicuity.

4.3.2 Motion magnitude model

The motion magnitude model (Figure 4.15 (1)) is composed of one scalar motion conspicuity
map Cmagn, which results from the convolution of one scalar feature Fmagn.
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Let us define a motion vector for each pixel location of the image, corresponding to the
motion field M. First, the magnitude feature Fmagn is computed as follows:

Fmagn(x) = ‖M(x)‖, (4.19)

where ‖.‖ is the vector norm. At this point, we have a scalar feature Fmagn. Finally, the
resulting magnitude conspicuity map Cmagn is computed according to the multi-scale contrast
computation (Equ. 4.18):

Cmagn =
∑

i,α

N (Ccs(i,α)(Fmagn)). (4.20)

This way for computing the motion conspicuity highlights only magnitude motion contrast
and is thus restrictive. Similarly to the conspicuity computation of static features, the motion
conspicuity of the magnitude model is scalar.

While static features are scalar, motion is vectorial, and thus is represented by a 2D motion
field. This may imply differences regarding conspicuity computation. Indeed, motion contrast
includes contrast both in phase and magnitude, while static feature is restricted to magnitude
only. One possible way to highlight both contrasts is to define a model selective to specific
directions, using direction decomposition. This is the scope of the next subsection.

4.3.3 Motion model based on direction decomposition

Current knowledge in neuroscience mentions that one area in the primate cortex responsible
for motion analysis has receptive fields sensitive to specific motion directions. [30] proposes
a dynamic model that includes four oriented motion energy maps (0◦, 90◦, 180◦, 270◦). Highly
biologically motivated, the sophisticated approach proposed in [29] and briefly explained in
Subsection 2.2.1 also considers the motion directions.

Here, we consider a motion model composed of a set of m scalar features Fθj sensitive to
specific directions θj = 2π

m
(j − 1), j ε {1, 2, ...,m} (Figure 4.15 (2)). Then each feature is

transformed using DoG filtering, resulting to a set of m direction conspicuity maps Cθj , which
are finally integrated into the final conspicuity map.

First, the motion field M is projected onto the m feature maps Fθj . Each motion vector
v(x, y) activates both nearest direction activation maps Fθj using a parallel projection (Figure
4.14). Formally, Fθj is computed as follows:

Fθj = projvθ
(v(x, y)) if vθ ∈ {vθA,vθB}. (4.21)

vθ is one of the m-direction and {vθA,vθB} are both nearest neighboring directions of the motion
vector v(x, y). At this point, we have a set of m scalar feature maps Fθj .

Second, for each direction, we compute a conspicuity map Cθj using the multi-scale contrast
computation (Equ. 4.18):

Cθj =
∑

i,α

N (Ccs(i,α)(Fθj)). (4.22)
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Figure 4.14: Parallel projection into both nearest direction activation maps. vθA and vθB are
both nearest neighboring directions of v(x, y).

Finally, all maps Cθj are combined in a competitive way into the motion direction map Cdir
using the classical map integration scheme:

Cdir =
∑

j

N (Cθj). (4.23)

Even if the existence of several direction maps in the model is highly biologically plausible, this
approach is heavy in terms of resources (storage of m-activation maps) as well as in terms of
computation costs (center-surround filtering based on DoG applied to each activation maps).
Therefore, this motivates an approach without any direction maps. This will be the scope of the
next subsection.

4.3.4 Motion vector model

This subsection presents the second motion conspicuity model highlighting both phase and mag-
nitude contrasts. While the magnitude motion model (Section 4.3.2) applies the convolution
operator on a scalar feature (motion magnitude feature), this novel approach applies the convo-
lution operator on a vectorial feature in order to consider both phase and magnitude information
(Figure 4.15 (3)). The motion vector model computes the vectorial intermediate conspicuity
maps Ccs(i,α) from one vectorial feature, the motion field M.

First, the intermediate conspicuity maps Ccs(i,α) are obtained by convolution of the motion
vector field M:

Ccsi,α(M) = Ccs(M, σc, α), (4.24)

where
Ccs(M, σc, α) = |M ∗ ∗(DoG)σc,α|. (4.25)

Compared to Equ. 4.15, the convolution operates in the vector space.
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Ccs(i,α) is vectorial and can be interpreted as a difference between the average center and
surround vectors, representing respectively the motion of the center and surround regions. Since
the saliency map is scalar, the next step transforms the vectorial map into a scalar one. Formally,
the scalar intermediate conspicuity map Ccs(i,α) is computed as the norm of Ccs(i,α):

Ccs(i,α) = ‖Ccs(i,α)‖. (4.26)

Finally, the motion vector conspicuity Cvector is computed by integrating the intermediate scalar
conspicuity maps Ccs(i,α) using the classical map integration scheme.

Cvector =
∑

i,α

N (Ccs(i,α)) (4.27)

4.3.5 Phase & magnitude motion model

In this subsection, we present the third motion conspicuity model highlighting both phase and
magnitude contrasts. The vector difference can be decomposed in two components, one in phase
and the other in magnitude. While both magnitude and phase contributions are not dissociated
in the motion vector model, this novel approach decouples the phase and magnitude differences
by computing separately the phase and magnitude conspicuity maps.

The phase & magnitude motion model is composed of two scalar conspicuity maps, computed
from the motion field M (Figure 4.15 (4)). First, the magnitude conspicuity map Cmagn is
computed according to Equ. 4.19 and 4.20 (conspicuity model defined in Subsection 4.3.2).

Second, the phase channel is processed. The phase feature map Fphase is computed from the
motion field M:

Fphase(x) = arg(M(x)). (4.28)

Then, the resulting phase conspicuity map is computed using the multi-scale contrast computa-
tion (Equ. 4.18):

Cphase =
∑

i,α

N (Ccs(i,α)(Fphase)). (4.29)

Finally, the phase & magnitude motion conspicuity Cp&m is obtained by combining both con-
spicuity maps using the classical map integration scheme:

Cp&m = N (Cphase) +N (Cmagn). (4.30)

4.3.6 Summary: Motion models (DoG approach)

To summarize, four motion models using DoG convolution have been presented (Table 4.2 and
Figure 4.15). (i) The motion magnitude model, which computes one scalar motion feature,
highlights magnitude contrasts. The three other models highlight motion contrasts both in
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Figure 4.15: Four motion models.
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Table 4.2: An overview of the four motion models.

Motion Models # Feature(s) # Conspicuity
Map(s)

Motion Magnitude Model
(Subsection 4.3.2)

Motion Model based on
Direction decomposition

(Subsection 4.3.3)

Motion Vector Model
(Subsection 4.3.4)

Phase and Magnitude
Motion Model

(Subsection 4.3.5)

One scalar feature Fmagn One scalar conspicuity Cmagn

m scalar features Fθ m scalar conspicuities Cθ

One vectorial feature M One vectorial conspicuity Cv

Two scalar features
Fmagn and Fphase

Two scalar conspicuity
Cmagn and Cphase

Motion Contrast
selectivity

magnitude

both phase &magnitude

both phase &magnitude

both phase &magnitude

Motion map

Cmagn

Cdir

Cvector

Cp&m

phase and magnitude. (ii) The motion direction model uses several scalar features sensitive to
specific directions. This approach has been proposed previously in [30]. We note that the authors
include four oriented motion energy maps in their model, while the proposed one includes eight
scalar direction features. (iii) The motion vector model, which is based on vectorial convolution
highlights relative motion contrast. (iv) Finally, the phase & magnitude motion model is based
on two scalar motion features which decouple phase and magnitude contrasts.

The two last models represent novel approaches as alternative to the biologically-plausible
motion direction model, which has the inconvenience to be heavy in term of resources and
computation costs. Indeed, the time consuming multi-scale motion contrast computation is
repeated for m direction features. Conversely, the motion vector model applies once the multi-
scale motion contrast computation in the vector space which is equivalent in term of computation
time to the phase & magnitude model, that applies twice the motion contrast computation.

Regarding implementation issues, we mention two drawbacks. First, all the models are based
on difference-of-gaussian filtering to detect center-surround contrasts. Such an approach relies
on spatial convolution and is therefore heavy in terms of computational complexity. Second, a
unique 2D motion field is required, which results from the recombination of several intermediate
motion fields. This recombination is not straightforward.

For these reasons, we present in the next section an alternative implementation based on
motion pyramid. The pyramid approach combined with cross-scale differences is an efficient
approximation of the DoG approach. In addition, this implementation computes directly center-
surround differences from the motion pyramid without any recombination step. It constitutes
an advantage compared to the DoG approach, which requires that step.
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4.4 Motion models: an implementation based on motion

pyramid

In the sense of VA, center-surround contrast refers to a difference between a center and surround
region. To highlight motion contrasts, one way is to use an approach based on DoG filtering.
This method has however the inconvenience of being heavy in terms of computation costs,
especially for computing center-surround contrasts at numerous scales. Indeed, the complexity
of the spatial convolution is proportional to the square of the kernel size.

In [5], an alternative approach, used to compute static conspicuities, approximates the center-
surround filtering by using the image pyramid and cross-scale differences. Regarding motion, a
parallel approach can be used similarly. While we presented the motion models based on DoG
filtering in Subsection 4.3, we present here an alternative to the DoG filtering and propose an
implementation based on motion pyramid.

M1

M2

Mi

MN

Motion pyramid:

VC

VS

size:

M1: h1 x w1

M2: h1/2 x w1/2

MN: h1/2N x w1/2N

surround

center
FINE SCALE:

SMALL REGION

COARSE SCALE:
LARGE REGION

Figure 4.16: Average motion vectors vc and vs are estimated from the motion pyramid ΠM .

In order to compute motion contrasts, the idea is basically to define two average motion
vectors vc and vs from the motion pyramid, representing respectively the motion of center and
surround regions.

The motion pyramid ΠM (Figure 4.16) is composed of N multi-scale motion fields Mi, i ε
{1, 2, ..., N}, corresponding to motion estimation at different scales. Coarse scale maps detect
motion of large regions while fine scale maps detect motion of small regions. The initial resolution
of the first level M1 is h1×w1 and the resolution of the other levels is decreasing over the pyramid
by factor of 2 between two consecutive levels. The average motion vectors vc and vs are obtained
from Mn according to their corresponding levels.

In this section, we describe the motion conspicuity computation based on motion pyramid. It
is composed of three main parts. First, Subsection 4.4.1 presents the computation of the motion
pyramid used to estimate the average motion vectors vc and vs. There are two possibilities
to compute the motion pyramid. We will see through an experiment that one method is more
appropriate than the other one (Subsection 4.4.2). Second, Subsection 4.4.3 presents the motion
conspicuity operators that are used to compute the intermediate conspicuity maps. We will see



54 CHAPTER 4. MOTION VISUAL ATTENTION MODEL

different operators highlighting the different motion contrasts. These operators are designed with
the motion component expressed as the speed magnitude on one hand and as the speed vector
on the other hand. Once the basis elements are defined, we present in Subsections 4.4.4 to 4.4.7
the pyramid-based implementation for the four motion models presented in Subsection 4.3.

4.4.1 Motion pyramid computation: two alternatives

As mentioned previously, average motion vectors vc and vs can be estimated using a motion
pyramid.

To compute the motion pyramid ΠM , two alternatives are possible. The first one uses an
approach based on image pyramid, while the second one applies BMA to the successive images
using variable block size in order to define the different levels of the motion pyramid.

M1

M2

MN

two successive image
pyramids

BMA with fixed
block size w

multiscale motion
field pyramid

BMA(w)

BMA(w)

BMA(w)

BMA(w)
BMA(w)

Mi

Figure 4.17: First approach, pyramid-based architecture. The motion pyramid ΠM is computed
from the image pyramid by BMA with fixed block size w.

The first one (pyramid-based architecture) computes two image pyramids from the successive
frame (t) and (t+ 1) and then applies BMA (one of the three BMA proposed in Subsection 4.2
can be used) with fixed block size w at each level of the pyramid for computing the motion
pyramid ΠM (Figure 4.17). In this approach, fine scale maps detect fine displacement of small
moving regions while coarse scale maps detect large displacement of large moving regions.

The second one (variable block size architecture) is not based on image pyramid and computes
multi-scale motion fields Mn by applying BMA with variable block size (Figure 4.18). The idea
is to increase the block size in order to detect large moving regions with large blocks and fine
moving regions with fine blocks. The block size depends on the level of Mi and is computed
according to the following equation:

wi = 2(i−1) · w1, (4.31)
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Figure 4.18: Second approach, variable block size architecture. The motion pyramid ΠM is
computed by BMA with variable block size w.

where w1 is the initial block size at the first level.

4.4.2 Comparison of the two alternatives

In this subsection, we perform an experiment in order to compare both alternatives used to
compute the motion pyramid. The experiment consists in estimating motion from both methods
for a set of textures of various patterns that are moving with specific speed ranges. We study the
influence of the type of textures as well as the speed magnitude using synthetic video sequences.

Heterogeneous and homogeneous textures (Figure 4.19 (a)(b)) are used. The textures are
translated during the sequence with specific speed magnitude. Eight different textures with 3
speed magnitudes (4, 8 and 16 pixels/frame) results in 24 synthetic video sequences. For each
sequence, we estimate a motion pyramid ΠM (N=5) using non-overlapped BMA.

The results are the following: when the textures are heterogeneous and the speed range
high, both architectures perform identically well. Conversely, both architectures do not perform
similarly under other conditions.

First, when the speed range is low, only the variable block size architecture estimates motion
accurately at each level (Figure 4.19 (e)), while motion accuracy of the pyramid-based architecture
is decreasing with the pyramid levels (Figure 4.19 (c)). Motion is not detected at coarse levels,
which is due to down-sampling effect. Low displacement is not perceptible at coarse image
resolution.

Second, when the texture is homogeneous (i.e. low variation in intensity), the second method
performs accurately at each level (f), while motion accuracy of the first one is degraded at the
coarse levels of the pyramid (d). This is explained by the texture contrast, which decreases with
the pyramid level.
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Figure 4.19: Comparison of two motion pyramid computation methods. (a) and (b): textures
used to create the synthetic sequences. (c) and (d): two motion pyramids for the pyramid-based
architecture. (e) and (f): two motion pyramids for the variable block size architecture.
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Table 4.3: Result overview.

heterogeneous homogeneous

Low Speed High Speed Low Speed High Speed

Pyramid-based
architecture

Variable block size
architecture

x x x

Table 4.4: Comparison of pyramid-based architecture and variable block size architecture.

pyramid-based architecture variable block size architecture

Complexity (non-overlap BMA) ∼ (
∑N−1

i=0
1

22(i) ) · n ·m ∼ N · n ·m
Sensitivity to motion low sensitivity high sensitivity

Therefore, this experiment illustrates the higher suitability of the variable block size archi-
tecture (Table 4.3). This method provides high and constant motion sensitivity over each level,
i.e. motion is detected accurately at each level with the same speed range. Conversely, the
pyramid-based architecture has a low sensitivity with low resolution at coarse levels.

On the other hand, the pyramid-based architecture has the advantage to be more efficient
in terms of computation time. Indeed, the resolution of the image is decreasing over the image
pyramid for this architecture, while the image has a constant resolution for the other one. The
complexity is therefore lower for the former. Typically, the pyramid-based architecture is four
times faster than variable block size architecture for computing a motion pyramid of eight levels
(N=8) using non-overlapped BMA.

Table 4.4 summarizes the advantages and inconveniences of both architectures. To design a
suitable computer model, the motion estimation have to be accurate. Specifically, each level of
the pyramid requires to detect motion with a constant speed range and with a constant motion
resolution ∆v. For these reasons, the BMA with variable block size architecture is chosen for
computing the motion pyramid.

The motion pyramid computation having been defined, the next subsection presents conspicu-
ity operators that are applied to the motion pyramid in order to highlight motion contrasts.
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4.4.3 Motion conspicuity operators

Once average motion vectors vc and vs have been estimated from the motion pyramid, the next
step for computing motion conspicuity is to apply on vc and vs a motion conspicuity operator
in order to detect center-surround contrasts. In this subsection, three conspicuity operators of
different natures are presented. The first one is the conspicuity magnitude operator Acs and
detects motion contrast in magnitude. This operator computes the norm of vc and vs and
absolute difference:

Acs(vc,vs) = | ‖vc(x, y)‖ − ‖vs(x, y)‖ | . (4.32)

The second one is the phase conspicuity operator Pcs and detects motion contrast in phase.
It consists in computing the phase of each vector and performing absolute difference. Formally,
the conspicuity operator Pcs is defined as follows:

Pcs(vc,vs) = Compl

(∣∣∣∣tan−1

(
vcy
vcx

)
− tan−1

(
vsy
vsx

)∣∣∣∣
)
, (4.33)

Compl(α) =

{
α if α < π

(2π − α) otherwise,
(4.34)

where (vcx, vcy) and (vsx, vsy) are respectively the xy-motion vector components of vc and vs.
Compl(.) is an operator used to shift the phase difference when the phase exceed π. This operator
detects the phase contrast.

The third one is the vector conspicuity operator and detects motion contrast both in phase
and magnitude. This operator computes the norm of the vector difference:

Dcs(vc,vs) = ‖vc(x, y)− vs(x, y)‖. (4.35)

In the previous subsections, a framework has been defined, including the computation of the
motion pyramid, the estimation of the average motion vectors vc and vs(Subsection 4.4.1) and
three motion conspicuity operators (Subsection 4.4.3). The next four subsections will describe
implementations (based on motion pyramid) of the four motion models previously defined in
subsection 4.3.

4.4.4 Motion magnitude model based on motion pyramid

Here, we present an alternative implementation of the model highlighting motion contrast in
magnitude (Subsection 4.3.2). Illustrated in Figure 4.20, this implementation computes the con-
spicuity map from the motion pyramid ΠM . The magnitude conspicuity operator Acs (Equ. 4.32)
is applied at the different levels of the pyramid to compute the intermediate conspicuity maps
CAij :

CAij(x, y) = | ‖vi(x, y)‖ − ‖vj(x, y)‖ | , (4.36)

where vi is directly the vector of the center level Mi and vj corresponds to the vector after
up-sampling of the surround level Mj at the corresponding resolution. Notice that up-sampling
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is necessary to perform point-by-point substraction. For a motion pyramid of n = 6 levels, each
intermediate conspicuity map CAij is obtained from a center level i ε {1, 2, 3, 4} and a surround
level j = i + δ with δ ε {1, 2, 3}. δ corresponds to the scale difference between the center and
surround level. Therefore, 11 center-surround differences are computed at different scales (1-2,
1-3, 1-4, 2-3, 2-4, 2-5, 3-4, 3-5, 3-6, 4-5, 4-6). Each intermediate conspicuity map has a resolution
corresponding to its center level.
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Figure 4.20: the motion magnitude model from motion pyramid.

Finally, all maps are up-sampled at the initial resolution and are integrated into the magni-
tude conspicuity map Cmagn in a competitive way using a classical map integration scheme:

Cmagn =
∑

i,j

N (CAij). (4.37)

4.4.5 Motion direction model based on motion pyramid

In this subsection, we present an implementation based on motion pyramid for the direction
decomposition motion model (Subsection 4.3.3). As reminder, this model uses m direction
activation maps, each sensitive to one specific direction (Figure 4.21). Each map is activated
by a motion field, resulting to the level recombination of the motion pyramid. Then, a gaussian
image pyramid is computed for each direction feature. In order to define the direction conspicuity
map C(θ), the image pyramid is processed by applying a conspicuity operator. Finally, all maps
C(θ) are combined in a competitive scheme into the resulting motion map.

Here are the details of the architecture. First, the motion field M is computed by recombi-
nation of the motion pyramid Mn. The recombination step is defined by Eq. 4.14. Note that
each level of the pyramid is preliminary up-sampled at the highest resolution. Second, the mo-
tion field M is projected onto the m activation maps according to Eq. 4.21. Third, a gaussian
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pyramid is computed for each activation maps Mvθ . Fourth, a direction conspicuity map C(θ) is
computed for each direction by applying the magnitude operator Acs (Eq. 4.32) to the pyramid:

C(θ) =
∑

i,j

N (Cij(θ)). (4.38)

Finally, all maps C(θ) are combined in a competitive way into the motion direction map Cdir
according to the following equation:

Cdir =
∑

θ

N (Cθ). (4.39)

m-direction
projection

m-direction
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Acs(.)

m-direction
conspicuity mapsΣΝ()

Motion
direction

Conspicuity

Cθ

MVθ

Cdir

recombination
step

Motion
pyramid Mn Motion

field M

Figure 4.21: Direction decomposition conspicuity architecture: m activation maps sensitive to
n different scales and m different directions.

4.4.6 Motion vector model based on motion pyramid

In this subsection, we present the alternative implementation of the motion vector model (Sub-
section 4.3.4). Illustrated in Figure 4.22, this implementation computes the conspicuity map
from the motion pyramid Mn. The vector conspicuity operator Dcs (Equ. 4.35) is applied at the
different levels of the pyramid to compute the intermediate conspicuity maps CDij :

CDij(x, y) = ‖vi(x, y)− vj(x, y)‖, (4.40)
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where vi is directly the vector of the center level Mi and vj corresponds to the vector after
up-sampling of the surround level Mj at the corresponding resolution. Notice that up-sampling
is necessary to perform point-by-point substraction. Finally, all maps are up-sampled at the
initial resolution and are integrated into the vector conspicuity map Cvector using a classical map
integration scheme:

Cvector =
∑

i,j

N (CDij). (4.41)

M1

M2

M3

M4

D(.,.)

D(.,.)

D(.,.)

D(.,.)

D(.,.)

D(.,.)

M1

M2

M1

M3

M2

M3
M2

M4

Mn-2

Mn-1
Mn-2

Mn

CD12

CD13

CD23

CD24

CD(n-2)(n-1)

CD(n-2)(n)

Mn

Motion
vector

Conspicuity

multiscale motion
field pyramid

Cvector

&ΣΝ()

Figure 4.22: Motion map based on a vector conspicuity operator highlighting motion contrast
in phase and magnitude.

4.4.7 Phase & magnitude model based on motion pyramid

In this subsection, we present the alternative implementation of the motion model proposed in
Subsection 4.3.5. The proposed implementation presented in Figure 4.23 is defined in three steps.
The motion phase conspicuity and the motion magnitude conspicuity are computed in parallel
by applying respectively the phase conspicuity operator Pcs (Equ. 4.33) and the magnitude
conspicuity operator Acs (Equ. 4.32) to the multi-scale motion pyramid Mn. The intermediate
phase conspicuity maps Pij highlight center-surround phase differences between a center level i
and a surround level j. Formally, Pij is defined as follow:

Pij(x, y) = Compl

(∣∣∣∣tan−1

(
viy
vix

)
− tan−1

(
vjy
vjx

)∣∣∣∣
)
, (4.42)

Compl(α) =

{
α if α < π

(2π − α) otherwise,
(4.43)
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Figure 4.23: The phase & magnitude motion model based on motion pyramid: the resulting
motion map is computed from decoupled phase and magnitude contrasts.

where (vix, viy) and (vjx, vjy) are respectively the xy-motion vector components of the center
level Mi and up-sampled surround level Mj. Compl(.) is an operator used to shift the phase
difference when the phase exceed π.

The intermediate magnitude conspicuity map Aij highlights magnitude differences and are
defined as follow:

Aij(x, y) = | ‖vi(x, y)‖ − ‖vj(x, y)‖ | , (4.44)

where vi is directly the vector of the center level Mi and vj corresponds to the vector after
up-sampling of the surround level Mj at the corresponding resolution. Finally, the motion map
Cp&m results from the fusion of the phase and magnitude conspicuity maps using the classical
competitive scheme:

Cp&m = N (Cphase +N (Cmagn)), (4.45)

where Cphase =
∑

i,j

N (Pij), Cmagn =
∑

i,j

N (Aij). (4.46)

4.5 Chapter summary

This chapter discussed the design of the motion VA model. Modeling as well as implementation
issues have been considered. Considering the neuroscience point of view, we have exposed
two motion contrasts to which the human vision system is sensitive. The first is the contrast
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in magnitude, the second in phase. The former is discriminant in terms of speed magnitude
difference between the center and surrounding motion fields. The latter is discriminant in terms
of phase difference, in other word, a difference of speed direction.

The four motion models that have been considered rely on the mentioned motion contrasts.
The motion magnitude model highlights magnitude contrasts, while the three other models
highlight motion contrasts both in phase and magnitude.

As alternative to the motion model based on direction decomposition, two novel approaches,
namely the the motion vector model, and the phase & magnitude motion model have been intro-
duced. Both models are more optimal in term of computation costs and resources.

All the models are based on difference-of-gaussian filtering (DoG). This approach, previously
proposed in [4, 26] to model the center-surround differences, is a plausible way to simulate motion
contrasts of the human visual system. However, its inconvenience is the heavy computational
complexity. Indeed, large kernels are required to compute the center-surround contrasts by
spatial convolution. For this reason, we have introduced an alternative motion pyramid approach,
which approximates center-surround filtering by using motion pyramid and cross-scale difference.

An evaluation of the four models will be performed in Chapter 8, by means of psycho-physical
experiments. For reason of computation time, we will consider the implementation based on the
motion pyramid approach.

The next chapter will discuss the integration of both static and motion model to define the
resulting dynamic computer VA model.
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Chapter 5

Dynamic model: motion integration
schemes

5.1 Chapter introduction

Dynamic visual attention model refers to a computer model capable to highlight the most relevant
parts of the scene in the context of video sequences. We have seen previously that both motion
and static information are required to design a suitable computer model. While the previous
chapters define the static model and several motion model variations, this chapter investigates
the integration of both motion and static information.

The classical map integration scheme is based on a weighting scheme, in which each map
competes for saliency. An alternative way to integrate motion consists in providing the priority
to the motion. In [7], we define several map integration strategies, which are classified in two
distinctive schemes: The competitive and the motion priority scheme. We will describe both
strategies in this chapter.

The remainder of the chapter is defined as follow. The motion integration based on the
competitive scheme is presented in Section 5.2, while the motion priority scheme is presented in
Section 5.3.

5.2 Competitive scheme

A straightforward way to integrate motion and static features is to combine all features in a
competitive scheme. The saliency map contains a contribution of each feature, which depends
on the feature competition. This is the classical way used to integrate features in the static
model.

Given a set of conspicuity maps C to be integrated, the competitive scheme combines all the
maps additively into the resulting saliency map S. Formally, the competitive scheme is defined

65
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as:

S =
n∑

i=1

N (Ci), (5.1)

where Ci refers to one of the n conspicuity maps and N () is a map integration strategy that is
used to simulate intra-map and inter-map competition. We have introduced previously several
map integration strategies (Section 3.3), which can be used to integrate conspicuity maps derived
from any kind of feature.

The competitive scheme having been defined, we will introduce two possible ways to integrate
motion into the static model, which depend on the level of integration. The first one considers
motion as an additional cue and the integration is performed at the cue level. All the cues
(color, intensity, orientation and motion) are integrated into the saliency map in a competitive
way [6, 30, 59]. This strategy, named as the cue competition scheme is thus defined as:

Scuecomp = N (Ccolor) +N (Cint) +N (Corient) +N (Cmotion). (5.2)

The second alternative integrates motion at a higher level [8]. The motion map is directly
combined to the static map according to the competitive scheme. Formally, the static and motion
competition scheme, is defined as:

Sstatic&motion = N (Sstatic) +N (Smotion). (5.3)

To illustrate the difference, we show the saliency maps issued from both map integration
schemes (Figure 5.1). We use a synthetic video sequence (A.) composed of several salient static
circles supposed to be distractors, and one moving circle supposed to be salient.

The saliency maps are presented in (D) and (E). In both cases, the most salient region
corresponds to the moving stimulus. We can see the difference between both strategies. The
static contribution is lower in (E) in comparison to (D). Indeed, the saliency value of the static
stimuli is lower. Therefore, this illustrates the higher motion contribution in the static and motion
competition scheme, which competes for 50% in the saliency map, while motion contribution
competes for 25% in the cue competition scheme.

5.3 Motion priority scheme

The motion priority scheme combines the static and motion maps by prioritizing motion: in
presence of strong salient motion feature (condition A, below), the saliency map Spriority is
computed by suppressing the static channel. In other words, motion has the priority. In absence
of salient motion features (condition C), Spriority is computed as the static saliency map. In case
of intermediate salient motion features (condition B), Spriority is computed with the competitive
scheme. Formally, The motion priority model is defined as:

Spriority =





Smotion if (A) Φ(Smotion) > Tmotion
N (Sstatic) +N (Smotion) if (B) Tstatic < Φ(Smotion) < Tmotion
Sstatic if (C) Φ(Smotion) < Tstatic.

(5.4)
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A. Original frame B. Static saliency Sstatic

D. Cue competition scheme:
saliency Scue comp

C. Motion saliency Smotion

E. Static&dynamic scheme:
saliency Sstatic&motion

Figure 5.1: Motion integration in a competitive way: (D.) the cue competition scheme and (E.)
the static and motion competition scheme.

where Φ(.) is a function, which quantifies the rate of saliency in the motion map. A low rate
indicates an homogeneous distribution (numerous peaks of activities), while a high rate indicates
a sparse distribution, i.e. a few salient locations. Φ(.) can be estimated as follow:

Φ(Smotion) =
1

nspot
, (5.5)

where nspot is the number of salient spot locations superior to a given saliency value. The spot
selection is performed by winner-take-all mechanisms (WTA) and inhibition of return (IOR)
(Section 3.2). Therefore, a high rate Φ indicates strong conspicuous motion while a low rate
low conspicuous motion. We note that the weight function w(.) used in the map integration
strategies (Subsection 3.3.3) is another alternative to measure the rate of saliency.

Figure 5.2 illustrates the different modes of the priority model, using three different situations
(A) to (C). The original frames 1., the static map 2., the motion map 3., and finally, the dynamic
saliency map 4. are presented for the three different situations. In (A), the sequence content
is composed of one salient moving circles among a set of static circles (distractors). Motion
is therefore highly conspicious (high saliency rate Φ) and the integration scheme provide the
priority to motion. In (B), half of the circles are moving, the others stand still. The motion map
has an intermediate rate Φ and the competitive scheme is used. Finally in (C), a set of dots are
moving uniformly in the same direction. One dot in the center is more salient according to the
color. The rate Φ is low and the integration scheme switches to the static map. Therefore, the
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1. Original frame 2. Static saliency Sstatic 3. Motion saliency Smotion 4. Motion priority Spriority

1. Original frame 2. Static saliency Sstatic 3. Motion saliency Smotion 4. Motion priority Spriority
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Figure 5.2: Illustration of the different modes of the priority model: (A) high conspicious motion,
(B) intermediate conspicious motion and (C) low conspicious motion.

motion priority scheme acts like a switch between the static and motion map according to the
rate of activity Φ, with an transitory regime in-between (competitive scheme).

To summarize, this chapter presented three different ways to integrate both motion and static
channels. The cue competition and static & motion competition schemes apply the classical
strategy to integrate the different channels. The alternative motion priority scheme provides
the priority to motion in case of high conspicuous motion. An evaluation of the three strategies
will be performed in Chapter 9, by means of psycho-physical experiments.



Chapter 6

Model validation methodology

6.1 Chapter introduction

This chapter presents the methodology used to evaluate and compare computer models using
psycho-physical experiments. All the experiments have been performed in collaboration with
the Perception and Eye Movement Laboratory, University of Bern [60].

Since visual attention is tightly linked to the eye and since fixation points correspond to
salient locations in images [61], eye movements recording is a suitable means for comparing
computer models experimentally. The experimental frame consists in showing a set of images
(or video sequences) to a population of human subjects, while an eye tracker system is recording
their eye movement patterns. Then resulting fixation points (smooth pursuit is also taken into
account in case of video scene) are compared to the prediction of the computer models for the
purpose of qualitative and quantitative evaluations.

The current chapter is composed of two main parts. Section 6.2 provides an overview of the
methodology used for comparing computer models by using psycho-physical experiments. Sec-
tion 6.2.1 discusses how to extract eye movement patterns (saccades, fixations, smooth pursuit,
blink) from the eye tracker system, while Section 6.2.2 discusses how to construct the human
saliency resulting from the experimental data. Finally, Section 6.3 proposes several metrics
quantifying similarity between the experimental data and the predictive computer models.

6.2 Overview of the methodology

Psycho-physical experiments involve a population of human subjects that are viewing a set of
images or a set of video sequences while an eye-tracker system (Figure 6.1) is recording their
eye movement patterns. In the experiment, an infrared-video-based eye tracker (HiSpeedTM,
SensoMotoric Instruments GmbH, Teltow, Germany, 240Hz) is used to record eye movements
[62]. The system is composed of two fixed infrared camera to track the eye pupil, a screen to
display images, and a computer to synchronize, acquire and compute the data. Images and
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videos are displayed full screen on a 20” color monitor with a refresh rate of 60Hz. The subject
sits in front of the screen and the head leans against a fixed structure to prevent from any
head movement. The viewing distance is 71.5 cm, resulting to a visual angle of approximately
32◦ by 24◦. The system computes the gaze position at 240Hz by triangulation, knowing the
pupil and corneal reflexion positions and other geometric parameters. Gaze position accuracy is
approximately 0.5 to 1◦, which is strongly dependant on the calibration performed just before
the experiment.

Figure 6.1: Eye tracker system used for recording eye movement patterns.

Typically, eye movement recording of one subject for a video sequence of 10s. duration results
in a set of 2400 measurements M = {m(i)} = {ti, xi, yi} where the time ti = ∆t · i is defined
by the period ∆t and the index of measurement i. xi and yi are the spatial coordinates on the
screen. The next step described below consists in segmenting the set of measurements M into
fixations, smooth pursuits, saccades and blinks in order to discard saccades and blinks in the
evaluation.

6.2.1 Eye movement patterns classification

Scan path of the eyes can be represented by three different eye movement patterns: fixations,
saccades and smooth pursuits. A visual fixation is defined as the focus of the visual gaze on a
specific fixed location. To change from one fixated location to another, the human vision system
performs saccades, an involuntary, abrupt, rapid movement of both eyes in order to change the
point of fixation. Finally, smooth pursuit is the ability of the vision system to smoothly follow
a moving object.
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It is admitted that VA is intimately linked to the eye movements and that fixation points
correspond to salient location in a still image [61]. In dynamic scene, motion is clearly linked to
VA. In [30], the authors confirm experimentally that motion contrast is much more relevant than
any other features for predicting human attentional behavior. Therefore, in order to compare
a computer VA model with respect to the eye movement patterns, both fixation and smooth
pursuit must be taken into account.

Cf CfCs Cs Cp
time

po
si

tio
n

x

Figure 6.2: An example of classification for a set of data supposing the spatial coordinate
y constant over the time. The measurements is classified into subsets C ε {Cf , Cp, Cs, Cb}
corresponding respectively to fixation, smooth pursuit, saccade and blink.

In this subsection, we present a method to extract fixation and smooth pursuit from the
eye movements recordings. The classification consists in segmenting the set of measurements M
(Figure 6.2) in successive subsets SC , characterized by its initial index of time iS, its duration
TS and its class C:

SC(i) = {iS, TS, C} with C ε {Cf , Cp, Cs, Cb, C}, (6.1)

where Cf , Cp, Cs, Cb refer to fixation, smooth pursuit, saccade and blink periods respectively.
Blink corresponds to a period when the eyes are closed or focusing out of the screen. C is a class
that is used to discard any subset that does not fit to the criteria of the other classes.

Basically, the classifier considers a saccade as a subset of measurements with high local
velocity. The subset is considered as a saccade if the velocity ‖v‖ of the subset is above a given
threshold Vsaccade (typically 25[◦/s]). Formally:

‖v‖ =
√
v2
x + v2

y, (6.2)

where vx and vy are computed independently using linear regression. We note that ‖v‖ represents
the velocity of the whole subset and not the velocity of two successive measurement.

Fixation and smooth pursuit, are defined according to its respective velocity (Eq. 6.2) and
duration TS. In case of fixation, velocity is supposed to be nearly to zero and duration is supposed
to be superior to a certain time. Therefore, a subset is considered as fixation if ‖v‖ is below a
speed threshold Vfixation (closed to zero) and TS above a threshold duration Tfixation.
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filtered measurement M

Blink subset CbNon-blink subset Cb

Non-saccade subset Cssaccade subset Cs

correction saccade
subset Css

large amplitude
saccade subset Cls

fixation
subset Cf

smooth pursuit
subset Cp

fixation
subset Cf

smooth pursuit
subset Cp

Blink
subset Cb

Saccade
subset Cs

(2)

(3)

(5)

(4)

(6) Merging process

Set of measurement M

(1) Median filtering

saccade
subset Cs

Blink
subset Cb

Figure 6.3: Implementation of the classification.



6.2. OVERVIEW OF THE METHODOLOGY 73

In case of smooth pursuit, velocity depends on the moving object. The velocity is between
a minimum speed value Vfixation and a maximum speed value Vsaccade. In addition, a minimum
duration is required to consider a smooth pursuit.

Regarding the last category, blink subsets are classified automatically by the eye-tracker
system, indicating undefined coordinates for the considered blink.

Therefore, saccade, fixation, smooth pursuit and blink are defined as:





saccade : C = Cs if ‖v‖ > Vsaccade
fixation : C = Cf if ‖v‖ < Vfixation and TS > Tfixation
pursuit : C = Cp if Vfixation < ‖v‖ < Vsaccade and TS > Tpursuit
blink : C = Cb if (x, y) undefined.

(6.3)

The definition of the four classes having been defined, we briefly describe the implementation.
The basic idea is to partition the set of measurements M . The classification can be described in
several steps (Figure 6.3):

• Step 1: a median filter is applied to the coordinates of each measurement m(i) to reduce
the signal noise (Figure 6.3 (1)).

• Step 2: the set of measurements M is divided in two categories: blink Cb and non-blink
Cb subsets (2). At this point, blink are classified.

• Step 3: the remaining non-blink Cb are then classified between two other categories: sac-
cades Cs or non-saccades Cs subset (3). Saccades and blink are classified.

• Step 4: non-saccades Cs are classified between fixations Cf or smooth pursuit Cp subset
(4). The subsets are now classified in blink, fixation, smooth pursuit and saccade.

At this point of the classification, we have observed that fixation and smooth pursuit
periods are sometime interrupted by correction-saccade (saccades of short amplitude). For
this reason, we include two additional steps. The idea is to detect correction saccades (step
(5)) and perform a merging process (steps (6)), which filter them and merge interrupted
fixations or smooth pursuit (Figure 6.4).

• Step 5: saccades Cs are then classified into correction saccades Css (short amplitude) and
saccades of large amplitude Cls.

• Step 6: finally, the classification in four classes Cf , Cp, Cs, Cb results in a merging process:
fixations (resp. smooth pursuit) which are interrupted by correction saccades in-between
are merge into a unique fixation (resp. smooth pursuit).
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Figure 6.4: An illustration of the merging process: correction saccades (Css) interrupt fixation
and smooth pursuit (a). The merging process reconstructs the fixation and smooth pursuit by
filtering the correction saccades (b).

Once the classification is performed, blinks and saccades are discarded. Only fixations and
smooth pursuits are used in the evaluation. Finally, fixations and smooth pursuits are charac-
terized as follows:

fixation : Cf (ti, Df , (xf , yf )), pursuit : Cp(ti, Dp, (xp, yp), (vxp, vyp)), (6.4)

where ti, Df and (xf , yf ) refer respectively to the index time, the duration of the fixation and
the coordinates, while Dp, (xp, yp) and (vxp, vyp) refer to the duration of the pursuit, the initial
location and the average speed vector.

6.2.2 Human saliency map

This section presents a solution to compute a human saliency map from the experimental data.
It is computed under the assumption that it is an integral of gaussian point spread functions
h(xk,l) at the locations where subjects focus their attention. It is assumed that each location xk
gives rise to a gaussian distributed activity. The width of the gaussian is chosen to approximate
the size of the fovea. Formally, the human saliency map is defined as:

Sh(x) =
1

KL

K∑

k=1

L∑

l=1

h(xk,l), (6.5)

where k and l refer respectively to the index of fixation and index of human subject while K
and L to the total number of fixations and human subjects.
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We note that a visual scan path recorded for a still image is significantly different than a
scan path for a video sequence. The scan path is mainly composed of fixations with saccades in-
between for the former, while it is composed of both fixations and smooth pursuits with saccades
in-between for the latter. Therefore, it is plausible to keep only fixations and discard smooth
pursuits to compute the human saliency map in case of still images, while both fixations and
smooth pursuits are used in case of video sequences. Next we present the computation of the
human saliency map for the case of still image, followed by the computation for the case of video
sequence.

For the case of still image, a unique human saliency map is computed, representing the
average visual behavior of the set of human subjects. In our approach, the set of points xk
corresponds to the n first fixation points of each human subject and the human saliency is
computed according to Equ. 6.5.

For the case of video sequence, the scene is changing over the time. To compare experimental
and computer data, we compute a human saliency map for each frame of the video sequence,
that will be compared with its corresponding computer saliency map. This method requires a
large number of human subjects in order to generate an coherent human saliency distribution.
The human saliency map H(x, t) is computed for each frame t:

Sh(x, t) =
1

KL

K∑

k=1

L∑

l=1

h(xk,l(t)), (6.6)

where the points xk,l(t) correspond to the locations of fixation and pursuit that occur at the
frame t (Figure 6.5). The locations are computed from Equ. 6.4.

frame index t
subject #1

subject #2

subject #L
fixation

fixation

fixation fixationfixation

pursuit

pursuit

pursuit

pursuit

pursuit
pursuit

fixation

Figure 6.5: Human saliency computation for video sequence: the set of points xk are sampled
at the locations of fixations and pursuits that occur at the time t.

For the purpose of a qualitative comparison, the human saliency map, as well as eye movement
patterns mapped onto the image, are compared visually to one or several computer saliency maps
according to several computer models. An example comparing five computer models is illustrated
in Figure 6.6.

For the purpose of a quantitative comparison, we present in the next section the definition of
different metrics that provide a quantitative measure of the similarity between the experimental
and computer-based data.
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(A) Original

(B) Human
Observation

(C) Shuman

(1) Computer
model #1

(2) Computer
model #2

(3) Computer
model #3

(4) Computer
model #4

(5) Computer
model #5

Figure 6.6: An example of qualitative comparison: (A) represents the original frame; (B) the
human observations; (C) the human saliency map issued from the fixation and smooth pursuit
periods; (1) to (5) the saliency maps issued from the five computer models.

6.3 Evaluation Metrics

For quantifying the correspondence of human eye movement patterns with a given computer
saliency map, several metrics which are commonly used in the literature are considered. They
rely on two distinct approaches. The first one compares two distributions of saliency values. One
distribution corresponds to the saliency values sampled at the fixation points S(xk,l), while the
other one to the saliency values sampled randomly. From both distributions, a distance measure
is computed. We consider one method based on this approach, namely the fixation-to-chance
distance [63].

Regarding the second approach, the idea is to transform the experimental data into the form
of an experimental saliency map (human saliency map). Then, a metric quantifies the similarity
between the experimental map Sh(x) and computer saliency map S(x). The metrics using this
approach are the correlation coefficient [36], the Kullback Leibler divergence and ROC curve
analysis [31].

6.3.1 Fixation-to-chance distance

The fixation-to-chance distance sftc quantifies the similarity of a given saliency map S with
respect to a set of fixation points (and pursuit points for the case of video sequence). The idea
is to define the score as the difference of two contributions. The former is the average saliency
sfix obtained by sampling the saliency map S at the fixation and pursuit points. The later
is the average saliency s obtained by a random sampling of S. When the experimental and
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computer-based data correlate, the computational saliency values at human fixation locations
are higher than saliency values sampled randomly.

Compared to [63], the score is normalized so that the integral of the saliency map is constant
and thus independent of the scale of the saliency map. Formally, the score sftc is thus defined
as:

sftc =
sfix − s

s
, where sfix =

1

K

K∑

k=1

S(xk) and s = mean(S). (6.7)

This score represents simply the ratio
sfix
s

shifted with an offset of −1.

6.3.2 Correlation coefficient

The correlation coefficient scc measures the degree of linearity between the human saliency map
Sh and the computer saliency map S, according to the following equation:

scc =
cov(Sh, S)

σShσS
, (6.8)

where cov(Sh, S) refers to the covariance value between the human saliency Sh and computer
saliency S. σSh and σS are the standard deviations of Sh and S. High similarity provides a score
scc close to 1 while low similarity provides a score scc close to 0.

6.3.3 Kullback-Leibler divergence

The Kullback-Leibler divergence, denoted sKL, estimates the dissimilarity between two proba-
bility density functions. Formally, the score sKL is defined as:

sKL =
∑

x
p(x) · ln

(
p(x)

ph(x)

)
, (6.9)

where p(x) and ph(x) are respectively, the probability densities deduced from the computer
saliency map S and from the human saliency map Sh:

p(x) =
S(x)∑
S(x)

and ph(x) =
Sh(x)∑
Sh(x)

(6.10)

As it is a measure of dissimilarity, a score sKL close to zero indicates that the map S is almost
identical to the map Sh.

6.3.4 ROC curve analysis: AUC value

ROC curve analysis [31] estimates the true positive rate (TPR) and false positive rate (FPR),
by labeling each pixel location of the computer saliency S and the human saliency maps in two
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classes (fixated, non-fixated). The computer data (S) is compared to the experimental data
(Sh), which is considered as the ground truth.

First, both maps are labeled in two classes {f, f} by thresholding. Each pixel location is
considered as fixated (f) when the saliency value is superior to a given threshold, otherwise it
is labeled as non-fixated (f). Formally, the human saliency map is labeled as follows:

Lh(x) =

{
f if Sh(x) ≥ Th
f otherwise.

(6.11)

The computer saliency map is labeled in the same way:

L(x) =

{
f if S(x) ≥ T

f otherwise.
(6.12)

Then TPR and FPR are estimated, using Lh as ground truth. A pixel location is true positive
if Lh and L are both labeled as fixated, while a location is false positive if Lh is non-fixated and
L is fixated. Therefore, a pair of values (TPR,FPR) is computed for a given threshold T. Finally,
to estimate the ROC curves, the procedure is applied by varying the threshold value Th.
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Figure 6.7: ROC curve analysis: the curve is computed by varying the threshold values Th.

Figure 6.7 shows an example of ROC curves. The more the top left-hand corner the curve
approaches, the better the detection is. The ideal discrimination is obtained by a false positive
rate equal to 0 and a true positive rate equal to 1. In the example, the model indicated in plain
correlates better compared to the model in dash. The more the area under the curve is, the
higher the similarity is.

Therefore, in order to assign a quantitative value representing the similarity between the
experimental and computer data, the AUC value is computed as the area under the curve.

Four methods have been presented to evaluate quantitatively the correspondences between
the experimental and computer data. The quantitative evaluation is performed as follows: for
each model, for each sequence and for each time t corresponding to a frame, the considered
scores are computed.



Chapter 7

Static model evaluation

7.1 Chapter introduction

This chapter deals with the static model evaluation. Several models are considered according
to different map integration strategies. As reminder, six static models (M1 to M6) result from
the combination of three map transforms Nlin, Niter and Nexp, with one of the normalization
schemes NPP and NLT (Table 7.1). Psycho-physical experiments are used to assess the model
performances.

Table 7.1: Six map integration strategies issued from the combination of the three map trans-
forms (Nlin, Niter and Nexp) with one of the normalization schemes (NPP and NLT ).

NPP NLT
Nlin M1 M4

Niter M2 M5

Nexp M3 M6

Regarding the experimental design, 20 human subjects were viewing the image set, while
an eye tracker system was recording their eye movement patterns. All of them have normal
or corrected-to-normal acuity, as well as normal color vision. Each image was presented to the
subject for a duration of 5 seconds, resulting in an average of 290 fixations per image. The
experimental image set consists of 16 color images of various natural scenes.

For each image, the evaluation consists in comparing experimental data (human saliency
maps) to computer data (computer saliency maps). On one hand, the experimental data
are transformed into an experimental saliency map, named as human saliency map (Subsec-
tion 6.2.2). On the other hand, the computer saliency maps are computed according to the
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considered models. Finally, the human saliency map is compared to the computer saliency maps.
Qualitative and quantitative evaluations are performed to define the most suitable model.

This chapter is divided in three parts. First, the qualitative evaluation is presented in Sec-
tion 7.2. Second, the quantitative evaluation is exposed in Section 7.3. Finally, the third part
provides a brief summary of the model evaluation, and concludes by defining the static model
used in the dynamic computer VA model.

7.2 Qualitative evaluation

For the purpose of a qualitative comparison, the human saliency map is compared visually to
the computer saliency maps issued from the considered models. Subsection 7.2.1 deals with
the normalization schemes comparison, while Subsection 7.2.2 deals with the map transforms
comparison.

7.2.1 Normalization schemes: NPP and NLT

This subsection presents the qualitative evaluation comparing the peak-to-peak normalization
NPP to the long-term NLT . Both normalization schemes are compared for each map transform
Nlin, Niter and Nexp.

Figure 7.1 illustrates the qualitative evaluation for different images. Three examples are
presented. Examples (1), (2) and (3) compare respectively M1 to M4, M2 to M5 and M3 to
M6. (A), (B) and (C) illustrate the feature contribution, while (D) shows the computer saliency
map. (F) and (E) present the original image and the corresponding human saliency map.

Before comparing human and computer saliency maps, we first observe the experimental
data. We can observe that each image contains a dominant cue. Indeed, the dominant cue in
example (1) is intensity (contrast of the flower), while it is orientation in (2) (contrast of the
white roof) and color in (3) (contrast of the blue traffic sign). As expected, most human fixations
(represented in (E)) correlate and are located on the most salient region of the image.

By comparing visually human (E) and computer saliency maps (D), we conclude that all
models using the long-term NLT (M4,M5,M6) are closer to predict the human saliency map,
compared to the three models using the peak-to-peak NPP (M1,M2,M3).

The higher suitability of the long-term NLT is explained by a more representative cue con-
tribution. Indeed, the long-term NLT has the advantage of taking into account the relative
contribution of the cues. Therefore, the cue contribution of the image are conserved. For ex-
ample, in (1), where intensity is the dominant cue, color (A) and orientation (C) are strongly
attenuated, while intensity (B) is strongly promoted.

Conversely, the peak-to-peak NPP scales each cue to the same value range, regardless of the
effective map amplitude. We can see in (1) the approximative equal cue contribution ((A),(B)
and (C)) in the resulting saliency map. Therefore, in the peak-to-peak normalization, all cues
contribute in a similar way to the saliency map.
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(A) Color (B) Intensity (C) Orientation (D) Saliency Map

Example (1): M1 and M4 models compared for image #28

(A) Color (B) Intensity (C) Orientation (D) Saliency Map

(E) Human
Saliency

M1:
norm. NPP

(E) Human
SaliencyExample (2): M2 and M5 models compared for image #40

(F) image #7

(F) image #13

(A) Color (B) Intensity (C) Orientation (D) Saliency Map (E) Human
Saliency

Example (3): M3 and M6 methods compared for image #37

(F) image #16

M4:
norm. NLT

M2:
norm. NPP

M5:
norm. NLT

M3:
norm. NPP

M6:
norm. NLT

Figure 7.1: Peak-to-peak NPP versus long-term NLT normalizations.
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Figure 7.2: Qualitative evaluation of the map transforms Nlin, Niter and Nexp, by comparing the
saliency map issued from M4, M5 and M6 with the human saliency map.
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The examples presented in this subsection are representative of the higher suitability of
the long-term normalization than the peak-to-peak normalization. It will be confirmed by the
quantitative evaluation in Section 7.3.

7.2.2 Map transforms: Nlin, Niter and Nexp

This subsection presents the qualitative evaluation of the map transforms Nlin, Niter and Nexp.
For each image, the computer saliency maps issued fromM4,M5 andM6 are visually compared
with the human saliency map. We note that the long-term normalization NLT is used.

Figure 7.2 illustrates the qualitative evaluation. For each examples, we can see that both
models (M5, M6) using non-linear map transforms (Niter, Nexp), are closer for predicting the
human saliency map, compared to the model (M4) using the linear map transform Nlin.

We can see that the non-linear nature of both map transforms (Niter and Nexp) tends to
promote the higher peak values and demotes the lower ones. Both models therefore tend to
suppress the low-level values formed by the background. Conversely, we can see that the linear
nature of the map transform Nlin tends to include in the resulting saliency map, irrelevant
background noise around the salient regions.

7.3 Quantitative evaluation

In order to measure the similarity between the experimental and computer data, four metrics,
issued from the state of the art and described in Section 6.3, are used in the evaluation. We
present an overview of the score repartition for the image set. In addition, a statistical test is
applied to compare the normalization schemes NPP and NLT , as well as the map transforms
Nlin, Niter and Nexp.

Figure 7.3 presents the score repartition of the six static models (M1 toM6) for the fixation-
to-chance distance and correlation coefficient, while Figure 7.4 for the Kullback-Leibler diver-
gence and AUC value.

A non-parametric paired t-test is applied to compare both normalization schemes NPP and
NLT for each map transform. Therefore, M1, M2 and M3 are respectively compared to M4,
M5 and M6. Table 7.2 shows the results of the paired t-test. The t-value and respective level
of significance p-value are presented. µD refers to the average of the difference computed from
the image set.

Regarding the comparison of the normalization schemes, the averages µD and high p-values
illustrate the higher suitability of the long-termNLT . As example, µD ranges between 0.36 to 2.01
for the fixation-to-chance distance, and between 0.059 and 0.08 for the coefficient correlation.
We note the negative values of µD for the Kullback-Leibler divergence, which measures the
dissimilarity, while the other metrics measure the similarity.

Regarding the map transform comparison, the statistical analysis presented in Table 7.3
shows higher suitability of the non-linear Niter and Nexp compared to the linear Nlin (e.g.
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Figure 7.3: Quantitative evaluation: an overview of the score repartition for the fixation-to-
chance distance and correlation coefficient.
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Figure 7.4: Quantitative evaluation: an overview of the score repartition for the Kullback-Leibler
divergence and AUC value.
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Table 7.2: Quantitative evaluation: a non-parametric paired t-test is used to compare the nor-
malization schemes NPP and NLT . The statistical test is computed from a set of 16 images
(n=16) and parameter µ0 is set to 0.

Fixation-to-chance correlation Kullback-Leibler AUC value
distance coefficient divergence (ROC analysis)

t 3.27 (p<0.0025) 2.52 (p<0.025) 2.39 (p<0.025) 1.04 (-)
M1 vs M4 µD 0.36 0.059 -0.18 0.012

t 3.49 (p<0.0025) 3.26 (p<0.0025) 5.41 (p<0.0005) 2.94 (p<0.005)
M2 vs M5 µD 1.17 0.07 -0.6 0.015

t 2.53 (p<0.025) 2.56 (p<0.01) 3.69 (p<0.001) 2.99 (p<0.005)
M3 vs M6 µD 2.01 0.08 -0.78 0.021

Table 7.3: Quantitative evaluation: a non-parametric paired t-test is used to compare the three
map transforms Nlin, Niter and Nexp. The statistical test is computed from a set of 16 images
(n=16) and parameter µ0 is set to 0.

Fixation-to-chance correlation Kullback-Leibler AUC value
distance coefficient divergence (ROC analysis)

t 4.09 (p<0.0005) 0.53 (-) 4.7 (p<0.0005) -1.05 (-)
M4 vs M5 µD 3.32 0.019 -0.98 -0.016

t 3.19 (p<0.005) 2.08 (p<0.05) 5.21 (p<0.0005) 2.92 (p<0.005)
M4 vs M6 µD 3.5 0.07 -1.23 0.036

t 0.22 (-) 1.63 (-) 1.25 (-) 4.36 (p<0.0005)
M5 vs M6 µD 0.18 0.051 -0.25 0.052
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Figure 7.5: Performance summary of the six map integration strategies: (A) normalization study
and (B) map transform study.

fixation-to-chance distance, M4 versus M5: µD=3.32 (p<0.0005), M4 versus M6: µD=3.5
(p<0.005)). Moreover, both non-linear Niter and Nexp map transforms perform similarly. In-
deed, low µD and p-values are not significative for the fixation-to-chance distance, correlation
coefficient and Kullback-Leibler divergence.

Therefore, the quantitative evaluation confirms the observations of the qualitative one, show-
ing higher performances of the long-term normalization NLT compared to the peak-to-peak nor-
malization. Regarding the map transforms, both non-linear iterative Niter and exponential Nexp
perform equally well and are more suitable than the linear Nlin.

7.4 Chapter summary

First, the study concludes to the higher suitability of the long-term normalization NLT compared
to the peak-to-peak normalization NPP (Figure 7.5 (A)). Indeed, NLT has the advantage to take
into account the relative contribution of the cues, while the inconvenient NPP scales each cue to
the same value range, regardless of the effective map amplitude.

Second, regarding the map transforms, both non-linear iterative Niter and exponential Nexp
perform equally well and are more suitable than the linear Nlin (Figure 7.5 (B)). While the linear
one tends to include in the saliency map irrelevant background noise around salient regions,
both non-linear map transforms have the advantage to suppress low-level values formed by the
background.

From this study, two optimal configurations showed higher performances compared to the
others. The first one combining the map transform Niter with the normalization scheme NLT
and the second one the map transform Nexp with NLT :

Configuration M5 :




Niter/ID(c) = Niter(c) (multiscale level)
Niter/ID(c) = Niter(c) (feature conspicuity level)
Niter/LT (c) = Niter(NLT (C)) (cue conspicuity level),

(7.1)

Configuration M6 :




Nexp/ID(c) = Nexp(c) (multiscale level)
Nexp/ID(c) = Nexp(c) (feature conspicuity level)
Nexp/LT (c) = Nexp(NLT (c)) (cue conspicuity level).

(7.2)
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We use the second configuration to design the static model for its lower computation costs.



Chapter 8

Motion model evaluation

8.1 Chapter introduction

This section presents the motion model evaluation. As mentioned previously, both static and
motion features are required in the design of a dynamic model. Indeed, it does not make real
sense to design an attentional system purely driven by the motion channel. Besides, several
studies [30, 31, 6] show that a dynamic model including all features is more suitable to predict
human visual attention than a model comprising a single motion feature.

Therefore, several dynamic models are defined to assess the motion model suitability. The
models include a static contribution, defined by the static model (Chapter 3), and a motion
contribution defined by one of the four motion models (Chapter 4). Both contributions refer to
the static cue Cstatic and the motion cue Cmotion. The resulting dynamic saliency map is obtained
by fusion of both maps using the competitive map integration scheme (Section 5.2).

Therefore, the four dynamic models are defined as follows:

(1)Mmagn Magnitude dynamic model : Smagn = N (Cmagn) + N (Cstatic),

(2)Mvector V ector dynamic model : Svector = N (Cvector) + N (Cstatic),

(3)Mp&m Phase&magnitude dynamic model : Sp&m = N (Cp&m) + N (Cstatic),

(4)Mdir Direction dynamic model : Sdir = N (Cdir) + N (Cstatic).
(8.1)

The model evaluation is performed by using psycho-physical experiments (Chapter 6). These
experiments include video sequences of different nature (synthetic and natural real scenes, ac-
quired with fixed and moving background), showing advantages and inconveniences of the dif-
ferent models.

We have mentioned previously that the considered motion models highlight specific motion

89
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contrasts. Before entering into the main scope of this chapter (model evaluation), we will first
analyze the experimental data. An analysis of the human saliency map will bring to light
the motion contrasts, to which the human vision system is sensitive. Such an analysis is an
experimental illustration of the requirements of a suitable computer motion model. Then, we
will present the model evaluation. First, a qualitative evaluation is provided. The computer
saliency maps of the four models are compared visually to the human saliency map. Through
typical examples, we will therefore illustrate the differences between the models and show how
the models performs in two distinctive video categories (fixed and moving background). Finally,
a quantitative evaluation is performed.

The chapter is structured as follow. Section 8.2 presents the experiments, including a de-
scription of the video sequence set and the design of the experiment. Then, Section 8.3 presents
the human saliency analysis. Section 8.4 and 8.5 describe the qualitative and quantitative evalu-
ation. Finally, Section 8.6 provides additional comments, including a discussion on the influence
of top-down attention in the results.

8.2 Experiments

The psycho-physical experiments were conducted with 20 human subjects. All of them have
normal or corrected-to-normal visual acuity as well as normal color vision. Each subject was
viewing a set of video sequences, while the eye tracker is recording their eye movement patterns
for a duration of 15 minutes. A preliminary calibration was performed for each subject just
before the experiment.

Synthetic and real video sequences were displayed alternatively and randomly in order to
keep a close attention of the subject throughout the viewing session. Each video sequence was
preceded by a central fixation cross for 2 seconds. The subjects were instructed to freely look at
the screen with no specific task.

In the design of the experiment, we include synthetic and natural real video sequences for
three reasons. First, using synthetic video provides the advantage to create simple situations
with specific motion contrasts. Second, synthetic scenes reduce top-down influence that may
occur for the case of natural real scenes. Third, for evident reasons, natural real scenes are used
in the evaluation for prospective computer vision applications.

8.2.1 Set of video sequences

The set of video clips consists of 84 short sequences (10 sec. duration), representing four cat-
egories. The first and second categories include synthetic scenes, while the third and fourth
natural real scenes. Some examples are illustrated in Figure 8.1. The first category contains
15 videos with fixed background, combining static, moving, high color-contrasted and low-color-
contrasted targets on a uniform background. The second category contains 19 videos with
moving background. The considered motion pattern is pure-translation in the camera plane.
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Figure 8.1: Some examples of the video clips used in the experiments. 84 sequences of syn-
thetic and natural real scenes are considered, classified in four categories: synthetic scenes with
fixed background, synthetic scenes with moving background, real scenes with fixed background
and real scenes with moving background. The arrows indicate the direction of motion for the
synthetic scenes. The first category contains sequences combining static, moving, high-color-
contrasted and low-color-contrasted targets on a uniform background. The second category
contains videos composed of one or several moving dots (targets supposed to be salient) among
a background of moving dots (distractors). Various configurations of motion contrast are con-
sidered: target dot(s) moving either faster or slower and in the same direction relatively to the
background; target dot(s) moving slower, at the same speed, or faster and in another direction
relatively to the background. The third and fourth categories include videos of natural real
scenes in outdoor and indoor environment (city, traffic road, street, football field, train station,
stores).
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The video content consists of one or several moving dots (targets supposed to be salient) among
a background of moving dots (distractors). The background is either composed of random dots
or either of a grid of dots. Various configurations of motion contrast are considered: target dot(s)
moving either faster or slower in the same direction relatively to the background; target dot(s)
moving slower, at the same speed, or faster in another direction than the background. The third
(30 videos with fixed background) and fourth categories (20 videos with moving background)
include videos of natural real scenes in outdoor and indoor environment (city, traffic road, street,
football field, train station, stores).

8.3 Human saliency analysis

In order to illustrate the sensitivity of human attention to specific motion contrasts, namely
contrasts in phase and magnitude, a visual analysis of the experimental measurements is per-
formed. The idea is to analyze visually wether the most fixated regions (represented by the
human saliency map) are located on motion contrasts.

As reminder, two types of motion contrasts are salient in the motion representation, the
former in magnitude, the latter in phase (Figure 4.1). The former is discriminant in terms of
magnitude. Such a contrast is defined as a difference of speed magnitude between the center and
surrounding motion. The latter is discriminant in terms of phase, in other word, a difference
of speed direction. Video sequences containing both types of contrast have been used in the
experiments to investigate wether such contrasts are visually salient.

The results are presented in Figure 8.2 for synthetic scenes and in Figure 8.3 for natural
real scenes. A description of motion contrasts of different nature (in magnitude, in phase,
both in phase and magnitude) is depicted in column (1). Each motion contrast is defined by
vc and vs, which refers respectively to the motion vector of the center and surround region.
We mention that the video sequences include most configuration of motion contrasts, but not
an exhaustive list of all possible cases. The original frames, with arrows indicating motion,
are presented in column (2). Arrows in red indicate motion of the center region expected to
be salient, while arrows in blue motion of the surrounding region. Column (3) shows the eye
movement patterns, and finally, column (4) the corresponding human saliency maps. Globally,
over all video sequences, a majority of eye movement patterns concentrate on specific regions,
containing one of the mentioned motion contrasts.

This analysis illustrates experimentally that human attention is sensitive to motion contrasts
in phase and magnitude. It is an interesting observation, which confirms the importance of
motion contrasts in the VA modeling. Therefore, a suitable motion computer model requires to
highlight motion contrasts both in phase and magnitude.

This section illustrated the motion contrasts to which the human vision is system is sensitive.
The next section will present the qualitative evaluation of the computer models.
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||vc|| > 0

||vs|| = 0

0 < ||vs|| < ||vc||

arg(vc) = - arg(vs)

arg(vc) = arg(vs)

Phase & magnitude:

0 < ||vc|| < ||vs||

0 < ||vc|| < ||vs||

(2) Original (3) Eye movement
patterns (4) Human saliency map(1) Motion contrast

Phase:

Magnitude: ||vs|| = ||vc||

arg(vc) = arg(vs)

Magnitude: ||vs|| = ||vc||

Magnitude: ||vs|| = ||vc||

Figure 8.2: Psycho-physical experiments using synthetic scenes: different motion contrasts are
investigated, using video sequences composed of one or several moving dots (targets supposed
to be salient) among a background of moving dots (distractors).
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(2) Original (3) Eye movement
patterns (4) Human saliency map(1) Motion contrast

||vc|| > 0

||vs|| = 0

0 < ||vs|| < ||vc||

arg(vc) = - arg(vs)

Magnitude: ||vs|| = ||vc||

Phase:

arg(vc) = arg(vs)

Phase & magnitude

0 < ||vc|| < ||vs||

Magnitude: ||vs|| = ||vc||

arg(vc) = arg(vs)

Figure 8.3: Psycho-physical experiments using natural real scenes: eye movement patterns are
located on motion contrasts.
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8.4 Qualitative model evaluation

The qualitative evaluation is divided in two parts: fixed background (Subsection 8.4.1) and
moving background (Subsection 8.4.2). Such a division is motivated by two reasons: first, motion
contrast sensitivity is different according to the models and performances are expected to be
dependant on the nature of the video sequence. Indeed, for sequences with fixed background, the
magnitude modelMmagn is expected to perform accurately, and similarly to the three remaining
models. Conversely, for sequences with moving background, the magnitude model is expected
to provide lower performances, while the three models, namely the vector Mvector, phase &
magnitude Mp&m and direction Mdir models are expected to provide higher performances.

Second, dividing the evaluation in this way provides insight regarding the choice of one model
for prospective computer vision applications. Indeed, one model may be preferred according to
the specificity of the application.

8.4.1 Fixed background

In this subsection, we visually compare the human saliency map to the computer saliency maps
issued from the four models (Eq. 8.1). We expose several representative examples of the model
evaluation for sequences with fixed background.

Figure 8.4 presents the evaluation of the first category, synthetic scenes with fixed back-
ground. The examples have been chosen in order to provide a representative overview of the
results. (A) shows the original frame. Each one is annotated by arrows indicating motion. The
experimental data correspond to the human observations (B) and the human saliency map (C).
The computer saliency maps (1) to (4) represent the four computer models.

We point out three observations. First, we can see the high correspondences between the
human and computer saliency maps, illustrating the high accuracy of the models. Each subject
focusses on salient moving target(s) for a long period, then alternatively briefly looks elsewhere
for a short period, and focusses again on the moving target. Globally, the distribution of human
observations strongly focusses on motion contrast. This illustrates that motion is one of the most
important visual feature for predicting human attentional behavior. Therefore, the computer
models correlates to the experimental data.

Second, by comparing the four computer models, we can see no significant differences between
the magnitude model and the three other models. As illustrated in example 1 and 4, the four
saliency maps highlight the salient moving target(s) similarly.

Third, we can see the presence of artifacts in the saliency map of the direction model.
As illustrated in example 2 and 3, artifacts are located in the neighborhood of the salient
moving target(s). This defects arise from the computation of the motion field. As reminder,
the direction model operates on a unique motion field obtained by recombination of several
intermediate motion fields. The coarse-to-fine motion architecture and the absence of texture
(uniform background) induce motion artifacts. We note that those defects are more due to the
motion field computation rather than the model itself.
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Figure 8.4: Qualitative evaluation of the first category: synthetic scenes with fixed background.
The human saliency map issued from the eye movement recordings is compared to the computer
saliency maps issued from the four computer models. (A) represents the original frame; (B) the
human observations; (C) the human saliency map issued from the fixation and smooth pursuit
periods; (1) to (4) the saliency maps issued from the four models.
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Figure 8.5: Qualitative evaluation of the third category: natural real scenes with fixed back-
ground.
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Figure 8.5 presents the evaluation for natural real scenes. These examples illustrate the
same observations mentioned above, except the third one. Indeed, no artifact are visible in the
saliency maps of the direction model. This is explained by the high-contrasted texture of the
background, which provides a suitable motion field.

Therefore, regarding the evaluation in fixed background, the four computer models show
high correspondences with the experimental data. In addition, for this type of sequences, the
magnitude model show similar performances compared to the remaining models. This result
is expected, since video sequences with fixed background are restricted to motion contrast in
magnitude.

The next subsection presents the qualitative evaluation for video sequences with moving
background.

8.4.2 Moving background

In this subsection, we compare visually the human saliency maps to the four computer saliency
maps for video sequences with moving background. Figure 8.6 and 8.7 present the evaluation
of the second category (synthetic scenes) and fourth category (natural real scenes). Several
representative examples are discussed. Some of them show situations in which the four models
perform similarly. Alternatively, we will see specific situations in which the magnitude model
fails, while the other models are suitable.

Examples 9 and 13 (Figure 8.6 and 8.7) show two typical situations in which the four models
perform similarly. The four models highlight the salient motion contrast. In example 13, motion
contrast is in magnitude, while it is both in phase and magnitude in example 9. As expected,
both situations illustrate the capability of the magnitude model to highlight salient moving
stimuli when the speed magnitude of the later is either slower (example 9) or faster (example
13) than the moving background.

We will now see examples in which the magnitude model is not suitable, while the three other
models perform accurately. Examples 10, 11, 12 in Figure 8.6 (Synthetic scenes) and 14, 15, 16
in Figure 8.7 (natural real scenes) show several situations in presence of pure motion contrast in
phase. Most human observations are located on the phase contrast. We can see that the saliency
map of the magnitude model does not correspond to the human saliency map. The magnitude
model does not highlight motion contrast in phase and the salient moving regions are therefore
not detected. While the magnitude model is not suitable in presence of pure phase contrast,
the three models Mvector, Mp&m and Mdir are conversely more suitable to predict the human
saliency. It is particularly striking in examples 15 and 16. Indeed, the saliency map of (1)Mmagn

is dominated by static contrasts, while the saliency maps of (2)Mvector, (3)Mp&m and (4)Mdir

are dominated by the phase contrasts. Therefore, in presence of pure phase contrast, the three
models predict more accurately the average human visual behavior than the magnitude model.

We note the presence of artifacts in the saliency maps of the direction model, which reduces
the model performance (Example 11 and 12). As mentioned previously, these defects are due to
the coarse-to-fine architecture and the absence of texture (uniform background). Besides, the



8.4. QUALITATIVE MODEL EVALUATION 99

(C
) S

hu
m

an

(2
)S

ve
ct

or

(3
) S

p&
m

(4
)S

di
r

(A
) E

xa
m

pl
e

10
: S

eq
ue

nc
e

51

(B
)H

um
an

O
bs

er
va

tio
n

(C
) S

hu
m

an

(1
)S

m
ag

n

(2
)S

ve
ct

or

(3
) S

p&
m

(4
)S

di
r

(A
) E

xa
m

pl
e

9:
Se

qu
en

ce
53

(B
)H

um
an

O
bs

er
va

tio
n

Four Computer ModelsExperimental DataSequences

(C
) S

hu
m

an

(1
)S

m
ag

n

(2
)S

ve
ct

or

(3
) S

p&
m

(4
)S

di
r

(A
) E

xa
m

pl
e

11
: S

eq
ue

nc
e

55

(B
)H

um
an

O
bs

er
va

tio
n

(C
) S

hu
m

an

(1
)S

m
ag

n

(2
)S

ve
ct

or

(3
) S

p&
m

(4
)S

di
r

(A
) E

xa
m

pl
e

12
: S

eq
ue

nc
e

60

(B
)H

um
an

O
bs

er
va

tio
n

Figure 8.6: Qualitative evaluation of the second category: synthetic scenes with moving back-
ground.
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Figure 8.7: Qualitative evaluation of the fourth category: natural real scenes with moving
background.



8.5. QUANTITATIVE MODEL EVALUATION 101

Table 8.1: An overview of the model performances according to the different types of motion
contrasts.
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artifacts are only visible in synthetic scenes and not in natural real scenes, the latter having
high-contrasted background texture.

To conclude the qualitative evaluation, we present in Table 8.1 an overview of the model
performances according to the different types of motion contrasts. In fixed background, motion
contrast is in magnitude. The four models are suitable and performances are similar.

In moving background, the suitability of the magnitude model depends on the nature of
motion contrasts. In presence of pure phase contrast, Mmagn is not suitable, while the three
other models performs accurately. In case of magnitude contrast, or both phase and magnitude
contrasts, the four models performs similarly.

8.5 Quantitative model evaluation

In this section, we present the quantitative model evaluation. In order to measure the similarity
between the experimental and computer data, four metrics, issued from the state of the art and
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described in Section 6.3, are used in the evaluation. We will present an overview of the average
scores for each video sequence. The examples shown in the qualitative evaluation, as well as
the whole set of video sequences will be analyzed in order to confirm wether both evaluations
conduct to similar conclusions.

This section is divided in two parts. Subsection 8.5.1 and 8.5.2 present respectively the model
evaluation for sequences with fixed and moving background.

8.5.1 Fixed background

The quantitative evaluation consists in measuring the correspondences between the experimen-
tal data, represented by the human saliency map, and the computer data, represented by the
computer saliency map. In the evaluation, we use four metrics. Three of them operate on
the human and the computer saliency maps (correlation coefficient, Kullback Leibler divergence
and AUC value). The remaining metric is the fixation-to-chance distance. It operates differ-
ently by comparing two average saliency values, the former computed by sampling the computer
saliency map at the fixation and pursuit points and the latter by random sampling. We note
that the Kullback-Leibler divergence is a measure of dissimilarity, while the others correspond
to a measure of similarity.

Figure 8.8 presents the quantitative evaluation of the first category (synthetic scenes). For
each sequence, an average score is computed according to the metric. Graph (1) to (4) show
respectively the distribution of the fixation-to-chance distance, the correlation coefficient, the
Kullback Leibler divergence and the AUC value.

The examples presented in the qualitative evaluation are indicated by an asterisk. By ana-
lyzing the four examples, we can see that the score values reflect the observations mentioned in
the qualitative evaluation.

Over the whole set of video sequences, we can first notice high correspondences between the
experimental and computer data. As illustration, the fixation-to-chance distance indicates that
the saliency value at the fixation points is in average ten time higher than the saliency value
sampled randomly. In addition, the correlation coefficient ranges from 0.35 to 0.65 and have an
average value superior to 0.5.

Second, the magnitude model Mmagn shows approximatively identical performances com-
pared to the vector model Mvector and the phase & magnitude Mp&m, while the score values
of the direction model Mdir indicate lower performances, due to presence of motion artifacts in
the saliency map.

Figure 8.9 presents the evaluation of the third category (natural real scenes). Globally,
the four models perform similarly. Regarding the direction model, we note that the lower
performances observed in the synthetic scene evaluation are not visible for the natural real
scenes.

In order to compare the model performances, a statistical analysis is performed. It consists
in applying a non-parametric paired t-test. Figure 8.10 presents an overview of the results for
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*4*2 *3*1

*4*2 *3*1

*4*2 *3*1

*4*2 *3*1

Figure 8.8: Quantitative evaluation of the first category (synthetic scenes with fixed background):
Graph (1) to (4) show respectively the repartition of the fixation-to-chance distance, the corre-
lation coefficient, the Kullback Leibler divergence and the AUC value. The examples presented
in the qualitative evaluation are indicated by an asterisk.
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*8*6 *7*5

*8*6 *7*5

*8*6 *7*5

*8*6 *7*5

Figure 8.9: Quantitative evaluation of the third category (natural real scenes with fixed back-
ground): the examples presented in the qualitative evaluation are indicated by an asterisk.
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Figure 8.10: Comparison of the model performances using paired t-test: evaluation of the first
category (synthetic scenes) at the top, evaluation of the third category (natural real scenes) at
the bottom).
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each metric. The evaluation for synthetic scenes is presented at the top, while it is at the bottom
for natural real scenes.

For each comparison, the t-value is presented, as well as the level of significance (p-value).
µD refers to the average of the difference and the parameter µ0 is used in order to test wether
the average µD is significantly different than µ0.

By analyzing the results, we note that the four models are not significantly different for
natural real scenes. Regarding synthetic scenes, µD and p-values indicate lower performances of
the direction model Mdir in comparison to the others.

Therefore, the quantitative evaluation confirms the conclusions of the qualitative evaluation.
The score values of the different metrics show high correspondences between the human and
computer saliency maps of the four models. In addition, for video sequences with fixed back-
ground, the magnitude model show globally similar performances compared to the three other
models. This result is expected, since video sequences with fixed background is restricted to
motion contrast in magnitude. Finally, we note the lower suitability of the direction model for
synthetic scenes, which is due to the motion field computation rather than the model itself.

8.5.2 Moving background

Figure 8.11 and 8.12 show the score distribution for synthetic and natural real scenes. First,
we analyze the examples presented in the qualitative evaluation and investigate wether both
evaluations conduct to the same conclusions.

In example 9 (Figure 8.11), motion contrast is in magnitude, while it is both in phase and
magnitude in example 13 (Figure 8.12). In both cases, the scores have approximatively the same
values and the four models perform similarly. This illustrates the capability of the magnitude
model to highlight salient moving stimuli when the speed magnitude of the later is either slower
(example 9) or faster (example 13) than the moving background.

In examples 10, 11, 12 (synthetic scenes) and 14, 15, 16 (natural real scenes), motion contrast
is in phase. The scores values highlight the low performances of the magnitude model, while
the three other models show higher performances. Therefore, this confirms the observations
mentioned in the qualitative evaluation.

Next we present statistical results in order to perform a global model evaluation on the whole
video sequence set. As previously, a non-parametric paired t-test is used. Figure 8.13 presents
the statistical analysis.

We point out two observations. First, we compare the magnitude model to the models high-
lighting both phase and magnitude contrasts. The results illustrate globally higher performances
of both vector modelMvector and phase & magnitude modelMp&m compared to the magnitude
model Mmagn. Moreover, we note that the differences in terms of performances are higher for
synthetic scenes (tables at the top) than for natural real scenes (tables at the bottom). These
differences between both categories are explained by the experimental design. Indeed, we in-
cluded more video sequences containing pure phase contrasts in the synthetic category than in
the natural real category.
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*12*10 *11*9

*12*10 *11*9

*12*10 *11*9

*12*10 *11*9

Figure 8.11: Quantitative evaluation of the second category (synthetic scenes with moving back-
ground): the examples presented in the qualitative evaluation are indicated by an asterisk.
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*16*13 *15*14

*16*13 *15*14

*16*13 *15*14

*16*13 *15*14

Figure 8.12: Quantitative evaluation of the fourth category (natural real scenes with moving
background): the examples presented in the qualitative evaluation are indicated by an asterisk.
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Figure 8.13: Comparison of the model performances using paired t-test: evaluation of the second
category (synthetic scenes) at the top, evaluation of the fourth category (natural real scenes) at
the bottom).
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Regarding the direction model Mdir, surprisingly, the statistical analysis for the synthetic
category shows lower performances compared to the magnitude modelMmagn. This is explained
by the presence of motion artifacts in the motion field computation, which reduces the model
performances. Besides, we already mentioned this problem in the qualitative evaluation. This
problem is due to a non-optimal recombination of intermediate motion fields. Therefore, using
an alternative motion recombination approach, we believe that the direction modelMdir would
probably outperforms the magnitude model Mmagn.

The second observation discusses the overall model performances. Over the four models,
the analysis suggests that the phase & magnitude model Mp&m is the most suitable one. For
example, for synthetic scenes, µD ranges from 0.7 to 3.91 for the fixation-to-chance distance and
from -0.14 to -0.66 for the Kullback-Leibler divergence, both with significant p-values (0.0005 <
p < 0.0025). We note the positive differences for the fixation-to-chance distance and the negative
one for the Kullback value, which are respectively a measure of similarity and dissimilarity.

Over the three models highlighting both phase and magnitude contrasts, the evaluation indi-
cates slight higher performances of the phase & magnitude modelMp&m. The higher suitability
may be induced by the decoupling of phase and magnitude contrasts. Indeed, the motion saliency
computation results in the fusion of two independent contrast maps, both having an equal con-
tribution. Alternatively, the vector model is based on a unique contribution highlighting relative
motion contrast, which is computed by vector difference. While both models perform similarly
in simple situations, typically the synthetic sequences containing one unique salient stimulus
(Figure 8.6: example 10 and 11, Figure 8.7: example 13), the quantitative evaluation shows
higher performances of the Mp&m model in more complex situations (example 14, 15 and 16,
Figure 8.7), which include several salient moving targets. Actually, the vector model tends to
promote high relative magnitude contrast and demote low relative phase contrast, while the
Mp&m model tends to equilibrate both contributions.

8.6 Additional discussions

8.6.1 Pop-out effect

A pop-out stimulus refers to a unique region in the image, which differs from the rest of the image
according to a single feature. Typically, a red flower lying on a uniform background of grass will
strongly attract human attention. In visual search experiments, it has been shown that such
stimuli are easily found by human subjects [64]. In this subsection, we illustrate experimentally
the existence of pop-out stimuli induced by the motion feature, as well as the capability of the
computer model to highlight them.

Figure 8.14 shows several video examples containing salient motion stimuli. Strong motion
pop-out effects are visible. Indeed, we can see in the human saliency map that most human
subjects focus on the moving target. Regarding the computer model, most of the time, the pop-
out stimulus constitutes the most salient location in the saliency map. Therefore, in presence of
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Figure 8.14: Motion pop-out effect: salient moving stimuli tend to catch globally the human
visual attention.
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Table 8.2: Quantitative evaluation: correlation coefficient at the top, AUC value at the bottom.

1st category: synthetic scenes with fixed background

Fixation-to-chance correlation Kullback-Leibler AUC value
distance coefficient divergence (ROC analysis)

Mmagn 9.65 ± 4.09 0.539 ± 0.113 3.28 ± 0.67 0.885 ± 0.099
Mvector 9.77 ± 4.13 0.548 ± 0.112 3.26 ± 0.67 0.887 ± 0.1
Mp&m 9,92 ± 4.21 0.541 ± 0.111 3.28 ± 0.64 0.883 ± 0.098
Mdir 4.89 ± 1.69 0.481 ± 0.092 3.44 ± 0.59 0.867 ± 0.099
Mstatic 5.88 ± 2.72 0.284 ± 0.105 5.68 ± 1.16 0.769 ± 0.158

2nd category: natural real scenes with fixed background

Fixation-to-chance correlation Kullback-Leibler AUC value
distance coefficient divergence (ROC analysis)

Mmagn 3.91 ± 1.91 0.37 ± 0.125 3.19 ± 0.97 0.821 ± 0.082
Mvector 3.91 ± 1.91 0.37 ± 0.125 3.19 ± 0.97 0.82 ± 0.082
Mp&m 4.07 ± 1.95 0.369 ± 0.126 3.17 ± 0.97 0.81 ± 0.085
Mdir 3.84 ± 2.03 0.372 ± 0.131 3.2 ± 0.99 0.823 ± 0.074
Mstatic 1.1 ± 1.77 0.143 ± 0.152 4.52 ± 1.02 0.683 ± 0.124

3rd category: synthetic scenes with moving background

Fixation-to-chance correlation Kullback-Leibler AUC value
distance coefficient divergence (ROC analysis)

Mmagn 7.39 ± 4.2 0.434 ± 0.102 3.4 ± 0.97 0.878 ± 0.061
Mvector 8.83 ± 3.85 0.448 ± 0.094 3.1 ± 0.75 0.884 ± 0.057
Mp&m 9.53 ± 3.96 0.457 ± 0.088 2.96 ± 0.64 0.885 ± 0.06
Mdir 5.63 ± 3.24 0.378 ± 0.099 3.62 ± 0.6 0.857 ± 0.058
Mstatic 4.38 ± 3.12 0.308 ± 0.103 4.6 ± 1.09 0.863 ± 0.058

4th category: natural real scenes with moving background

Fixation-to-chance correlation Kullback-Leibler AUC value
distance coefficient divergence (ROC analysis)

Mmagn 2.6 ± 1.89 0.287 ± 0.134 3.67 ± 1.0 0.774 ± 0.095
Mvector 2.7 ± 1.9 0.301 ± 0.138 3.6 ± 1.0 0.783 ± 0.094
Mp&m 3.15 ± 2.34 0.301 ± 0.145 3.56 ± 1.1 0.771 ± 0.096
Mdir 2.76 ± 2.21 0.27 ± 0.142 3.83 ± 1.03 0.759 ± 0.097
Mstatic 1.34 ± 2.09 0.201 ± 0.155 4.17 ± 1.0 0.723 ± 0.105
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motion pop-out effect, the computer model reproduces efficiently the human visual behavior.
Finally, we investigate the human attention behavior when static and moving pop-out stimuli

compete. As we can see, each example contains a static salient stimulus, which competes against
a motion one. Moreover, the computer model highlights both stimuli, using the classical map
integration strategy (competitive scheme). According to the sequence content, the computer
saliency map highlights the static stimulus as the most salient target (example 20), or the
motion one (examples 17, 18 and 19).

By analyzing the experimental data, the human saliency maps tend to show that, in presence
of motion pop-out effect, human visual attention focuses entirely on the moving stimuli. The
static contribution seems to be strongly inhibited. Therefore, for computer modeling issues, the
competitive scheme does not seem to be the most appropriate strategy to integrate static and
motion contributions. The motion priority scheme is expected to be more suitable to predict
the average human visual behavior. In presence of salient moving stimuli, the motion priority
scheme provides the priority to the motion cue by suppressing the static contribution. We will
discuss the motion integration schemes evaluation more in details in Chapter 9.

8.6.2 Top-down and bottom-up influence

We have previously mentioned in the introduction that attention can be controlled either in
an unconscious manner or in a voluntary manner. The former is called bottom-up attention,
the later top-down attention. While the scope of the thesis deals with bottom-up computer
modeling, a bias induced by top-down factors is expected in the model evaluation. In this
section, we briefly discuss the influence of top-down attention over the experiments.

The design of the experiments is defined in order to reduce as much as possible top-down
influences. We ask human subjects to freely look at the screen without specific task. Short
sequence duration (10 sec.) is set. Indeed, recent studies evaluate experimentally computer
models using short viewing durations [63, 65], supposing that bottom-up influence is varying
over the viewing time and greatest just after stimulus onset. We mention another recent study
[31], which conducts to opposite conclusion. The authors conclude that bottom-up influence still
remains important over the time and in a free-viewing task, attentional allocation is continuously
and strongly driven by low-level visual features.

Regarding our experimental design, we include both synthetic and real scenes, with the idea
to compare top-down influence between both categories. Table 8.2 presents the average score
values for the different motion models according to the synthetic and natural real categories. By
comparing the first to the second category, and the third to the fourth category, we can see that
the scores computed for synthetic scenes are globally higher than those computed for the natural
real scenes. This suggests that the nature of the scene influences the model performances. The
lower performances for natural real scenes is probably induced by stronger top-down influences.
Besides, the content of the real scenes is much more complex. By analyzing the locations of the
human eye movement patterns, we have noticed evident top-down influences. Typically, human
subjects focus on lettering or human faces, which are not necessarily salient according to bottom-
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up features. In addition, we notice a shift between experimental and computer data when human
subjects look at moving persons. As illustrated in example 18 (Figure 8.14), the average visual
behavior tends to focus frequently on the face of moving persons while the computer model
highlights the center of the body.

In conclusion, these experiments illustrate stronger top-down influence over natural real
scenes than synthetic scenes.

8.7 Chapter summary

This chapter presents the dynamic model evaluation. Four computer models are considered,
each one combining a static contribution defined by the static model, and a motion contribution
defined by one of the four motion models: (1) the magnitudeMmagn, (2) the vectorMvector, (3)
the phase & magnitude Mp&m and (4) the direction Mdir models.

An experimental frame using psycho-physical experiments is used to assess the model suit-
ability. The experiments include video sequences of different nature (synthetic and natural real
scenes, acquired with fixed and moving background), showing advantages and inconveniences of
the different models.

A qualitative evaluation is performed by comparing visually the experimental and computer
data, respectively represented by human and computer saliency maps. In addition, a quantita-
tive evaluation is performed by measuring the correspondences between the experimental and
computer data. Four metrics used in the state of the art are considered: the fixation-to-chance
distance, the correlation coefficient, the Kullback-Leibler divergence and the ROC analysis.

The different investigations conduct to the following conclusions:

• First, a preliminary experiment, consisting in analyzing the experimental human saliency
maps, investigates wether the most fixated regions are located on motion contrasts. The
analysis illustrates the sensitivity of human attention to specific motion contrasts, namely
the magnitude and phase contrasts. It confirms the importance of motion in VA modeling
and defines the requirements of a suitable dynamic computer model, i.e. the ability of
highlighting such motion contrasts.

• Second, the model evaluation is divided in two parts, video sequences with fixed and
moving background. Both qualitative and quantitative evaluations conduct to the same
conclusions.

With fixed background, the magnitude model is suitable and performs similarly compared
to the three other models. This result is expected, since video with fixed background is
restricted to motion contrast in magnitude.

With moving background, the suitability of the magnitude model depends on the nature
of motion contrasts. In presence of magnitude contrast or both phase and magnitude con-
trasts, the four models perform similarly. This illustrates the capability of the magnitude
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model to highlight salient moving stimuli when the speed magnitude of the later is either
slower or faster than the moving background. In presence of pure phase contrast, the mag-
nitude model is not suitable, while the vector, phase & magnitude, and direction models
are more suitable to predict the human saliency. Mmagn highlights magnitude contrasts
only, while the three modelsMvector,Mp&m andMdir highlight both phase and magnitude
contrasts.

• Third, regarding the models which highlight both phase and magnitude contrast, the eval-
uation indicates slight higher performances of the phase & magnitude model. This model
decouples phase and magnitude contrasts, which tend to equilibrate both contributions in
the computation of the motion saliency map.

• Fourth, these experiments illustrate stronger top-down influence for natural real scenes
compared to synthetic scenes.

• Finally, we illustrate the existence of pop-out moving stimuli, which tend to catch entirely
human visual attention, even in presence of static pop-out stimuli. For computer modeling
issues, the motion priority scheme seems to be more appropriate to predict the average
human visual behavior than the competitive scheme. This will be the scope of the next
chapter.
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Chapter 9

Motion integration scheme evaluation

9.1 Chapter introduction

As mentioned previously, both static and motion contributions are required in the design of a
dynamic model. While the previous chapter discussed the dynamic model evaluation including
the four motion models, this chapter presents the motion integration schemes evaluation. Three
dynamic models are considered, by combining the static and motion cues using one of the three
motion integration schemes defined in Chapter 5:

(1) Cue competition : Scuecomp = N (Ccolor) +N (Cint) +N (Corient) +N (Cmotion),

(2) Static&motion competition : Sstatic&motion = N (Sstatic) +N (Smotion),

(3) Motion priority : Spriority =





Smotion if Φ(Smotion) > Tm
N (Sstatic) +N (Smotion) if Ts < Φ(Smotion) < Tm
Sstatic if Φ(Smotion) < Ts

(9.1)
The performances of the motion integration schemes are evaluated using the same exper-

imental frame as in the previous chapter. In addition, the same set of 84 video sequences is
used.

The chapter is structured in two parts. Section 9.2 and 9.3 describe respectively the quali-
tative and quantitative evaluation.

9.2 Qualitative model evaluation

This section presents the qualitative evaluation. In order to assess the correspondences between
the experimental and computer data, the human saliency maps are compared visually to the
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computer saliency maps issued from the different motion integration schemes.
Several representative examples are shown in Figure 9.1, illustrating the differences between

the integration schemes. (A) shows the original frame. Each one is annotated by arrows indicat-
ing motion. The experimental data correspond to the human observations (B) and the human
saliency map (C). (1) to (3) represent respectively the computer saliency maps issued from the
cue competition, static & motion competition and the motion priority schemes. In addition, the
static saliency map (4) is also presented in order to compare both static and motion contributions
in the saliency maps.

Before going into the details of the model evaluation, we discuss the computer models and
the experimental human saliency maps separately. First, as we can see, there are differences
between the models. The static and motion contributions in the saliency map depend on the
integration scheme. Motion competes for approximatively 25% in the cue competitive scheme,
while for 50% in the static & motion scheme. In the priority scheme, the static contribution is
inhibited and the saliency map is entirely dominated by the motion cue. Second, by analyzing
the human saliency maps, we can see in each example the presence of one salient moving stimulus
(indicated by red arrows), which tends to catch the global attention. It is particularly striking in
example 21, most eye movement patterns are located on the salient moving target and rarely on
the static salient stimulus. In other words, motion cue tends to catch globally human attention,
independently of the static cue.

By comparing the human and computer saliency maps, the priority scheme provides the
highest level of correspondences over all schemes and is therefore the most suitable one. Globally,
the qualitative evaluation suggests the following performance ranking: #1 the motion priority
scheme, #2 the static & motion competition scheme and #3 the cue competition scheme. The
performance variations simply illustrate the influence of the motion contribution in the resulting
saliency map. The more motion contributes to the saliency map, the more the model correlates to
the average human visual behavior. Therefore, the most suitable scheme is the motion priority
scheme which suppresses the static contribution in presence of salient moving stimuli, while
the cue competition and static & motion competition schemes are less suitable due to static
contribution.

9.3 Quantitative model evaluation

While the qualitative evaluation conducted to the highest suitability of the motion priority
scheme, we investigate in this section wether the quantitative evaluation conducts to identical
conclusions. In a similar way to the evaluation presented in Chapter 8, four metrics are used to
measure the similarity between the human and computer saliency maps. In order to compare
the performances of the three motion integration schemes, each of the four motion cues (Cmagn,
Cvector, Cp&m and Cdir) is integrated to the static cue using each of the three motion integration
schemes. Therefore, twelve model variations are considered.

A paired t-test is applied on the whole sequence set and the motion integration schemes
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Figure 9.1: Qualitative evaluation of the motion integration schemes: (A) the original frame;
(B) the human observations; (C) the human saliency map issued from the fixation and smooth
pursuit periods; (1) to (3) are respectively the saliency maps resulting from the cue competition,
static & motion competition and motion priority schemes; (4) the static saliency map.
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are compared pair by pair: (1) cue competition versus (2) static & motion competition, (1)
cue competition versus (3) motion priority, and finally, (2) static & motion competition versus
(3) motion priority. The results are presented for the fixation-to-chance distance and Kullback-
Leibler divergence in Table 9.1, and for the correlation coefficient and AUC value in Table 9.2.
For each pair, the t-value is presented, as well as the level of significance (p-value). µD refers to
the average of the difference and the parameter µ0 is used in order to test wether the average of
the difference µD is significantly different than µ0.

Regarding the first pair evaluation, static & motion competition versus cue competition, the
statistics show higher performances of the static & motion scheme. All metrics have significant
p-values with high average difference µD. As example, for the fixation-to-chance distance, µD
value ranges from 0.63 to 1.66 with p-value between 0.0005 < p < 0.01. For the Kullback-Leibler
divergence, µD value ranges from -0.81 to -1.07 with p-value between 0.0005 < p < 0.0025. We
mention the negative value of the average difference, since the metric measures the dissimilarity.

Regarding the second pair evaluation, motion priority versus cue competition, the statistics
show higher performances of the static & motion scheme. As example, µD value ranges from 2.43
to 5.06 for the fixation-to-chance distance, and from 0.051 to 0.114 for the correlation coefficient.

Finally, the third pair evaluation show higher performances of the motion priority scheme
compared to the static & motion scheme. µD value ranges from 1.793 to 3.17 for the fixation-
to-chance distance. Regarding the Kullback-Leibler divergence, the µD value forMmagn,Mp&m

and Mdir range from -0.47 to -0.56.
Therefore, the statistic analysis confirms the qualitative evaluation. The motion priority

scheme is the most suitable motion integration scheme. In presence of salient motion stimuli, this
strategy provides the priority to the motion cue by suppressing entirely the static contribution
in the saliency map. Statistically, this motion integration strategy turns out to be the most
efficient way to predict the average human visual behavior. Human subjects tend to focuss their
attention more frequently on salient moving stimuli and rarely on static salient stimuli.
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Table 9.1: Quantitative evaluation: a non-parametric paired t-test is used to compare the dif-
ferent motion integration schemes. Fixation-to-chance distance at the top, Kullback-Leibler
divergence at the bottom.

Fixation-to-chance distance:

(2) Sstatic&motion (3) Spriority (3) Spriority
vs vs vs

(1) Scuecomp (1) Scuecomp (2) Sstatic&motion
t and p-value 3.6 p<0.0005 4.68 p<0.0005 3.01 p<0.001

Mmagn: µD 1.36 4.22 2.86
µ0 0.5 2.0 2.0

t and p-value 2.77 p<0.005 5.8 p<0.0005 3.77 p<0.0005
Mvector: µD 1.66 4.74 3.08

µ0 1.0 2.0 2.0
t and p-value 3.63 p<0.0005 6.32 p<0.0005 3.9 p<0.0005

Mp&m: µD 1.89 5.06 3.17
µ0 1.0 2.0 2.0

t and p-value 2.4 p<0.01 3.36 p<0.001 3.22 p<0.001
Mdir: µD 0.63 2.43 1.79

µ0 0.0 1.0 1.0

Kullback-Leibler divergence:

(2) Sstatic&motion (3) Spriority (3) Spriority
vs vs vs

(1) Scuecomp (1) Scuecomp (2) Sstatic&motion
t and p-value 5.3 p<0.0005 3.51 p<0.0005 2.9 p<0.0025

Mmagn: µD -1.0 -1.52 -0.51
µ0 0.5 1.0 0.25

t and p-value 5.84 p<0.0005 4.31 p<0.0005 3.57 p<0.0005
Mvector: µD -1.06 -1.62 -0.56

µ0 0.5 1.0 0.25
t and p-value 5.86 p<0.0005 3.53 p<0.0005 2.35 p<0.025

Mp&m: µD -1.07 -1.55 -0.47
µ0 0.5 1.0 0.25

t and p-value 3.07 p<0.0025 2.31 p<0.025 0.14 -
Mdir: µD -0.81 -0.79 0.01

µ0 0.5 0.4 0.0
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Table 9.2: Quantitative evaluation: correlation coefficient at the top, AUC value at the bottom.

Correlation coefficient:

(2) Sstatic&motion (3) Spriority (3) Spriority
vs vs vs

(1) Scuecomp (1) Scuecomp (2) Sstatic&motion
t and p-value 5.51 p<0.0005 4.92 p<0.0005 0.81 -

Mmagn: µD 0.104 0.11 0.0054
µ0 0.05 0.05 0.0

t and p-value 5.76 p<0.0005 5.26 p<0.0005 0.99 -
Mvector: µD 0.107 0.114 0.0064

µ0 0.05 0.05 0.0
t and p-value 5.45 p<0.0005 3.26 p<0.001 -0.99 -

Mp&m: µD 0.102 0.094 -0.0076
µ0 0.05 0.05 0.0

t and p-value 2.68 p<0.005 2.23 p<0.025 -3.21 p<0.001
Mdir: µD 0.076 0.051 -0.025

µ0 0.05 0.02 0.0

AUC value (ROC analysis):

(2) Sstatic&motion (3) Spriority (3) Spriority
vs vs vs

(1) Scuecomp (1) Scuecomp (2) Sstatic&motion
t and p-value 4.45 p<0.0005 1.02 - -3.02 p<0.005

Mmagn: µD 0.02 0.007 -0.013
µ0 0.0 0.0 0.0

t and p-value 4.67 p<0.0005 0.86 - -3.35 p<0.001
Mvector: µD 0.021 0.006 -0.015

µ0 0.0 0.0 0.0
t and p-value 3.21 p<0.001 -1.78 p<0.005 -4.81 p<0.0005

Mp&m: µD 0.015 -0.015 -0.029
µ0 0.0 0.0 0.0

t and p-value 2.08 p<0.025 -3.39 p<0.001 -5.9 p<0.0005
Mdir: µD 0.011 -0.034 -0.045

µ0 0.0 0.0 0.0



Chapter 10

Conclusions and perspectives

This thesis investigates the design of bottom-up VA models dedicated to video sequences. Named
as dynamic visual attention model, such a model provides an automatic selection of potential
regions of interest all over the sequence duration. The selection process relies on motion as well
as on static feature contrasts. All this information is extracted from the video sequence and
integrated in a competitive way to generate the resulting saliency map.

The design of a dynamic model can therefore be divided according to three main axes: (i)
static model design, (ii) motion model design and (iii) integration of both models.

In this thesis, modeling and implementation issues are examined, with a main focus on the
motion model and its integration. Moreover, the methodology used to evaluate experimentally
the model performances is described. Psycho-physics experiments are used to assess the model
suitability in comparison with human visual attention. The main contributions, limitations and
perspectives are presented below according to the three axes.

10.1 Static model

The presented static model relies extensively on the classical saliency-based model of VA [5].
Compared to the classical one, we propose a static model that shares similar concepts, with
several differences regarding the map integration schemes.

As first contribution, the non-linear exponential map transform Nexp is proposed as alterna-
tive to the non-linear DoG iterative Niter. As second contribution, the long-term normalization
NLT is proposed as alternative to the peak-to-peak normalization NPP .

Psycho-physical experiments are used to evaluate the performances of the map integration
schemes. Regarding the normalization schemes, the evaluation concludes first to the higher
suitability of the long-term normalization compared to the peak-to-peak normalization. Indeed,
the former has the advantage to take into account the relative contribution of the cues, while
the latter scales each cue to the same value range, regardless of the effective map amplitude.

Regarding the map transforms, both non-linear iterative Niter and exponential Nexp perform
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equally well and also better than the linear Nlin. While the linear map transform tends to
include in the saliency map irrelevant background noise around salient regions, both non-linear
map transforms have the advantage to suppress low-level values formed by the background.

From this study, we can state that the optimal map integration strategy for computing
a saliency close to a collective human visual attention is the long-term normalization scheme
combined with one of the non-linear map transforms Niter or Nexp, with a possible preference for
the later method for its lesser computation costs. Indeed, Niter applies an iterative process based
on repetitive and time consuming DoG convolution. Therefore, for the dynamic model design,
we use the static model configuration combining the non-linear exponential map transform with
the long-term normalization scheme.

10.2 Motion model

From the neuroscience point of view, we have exposed two motion contrasts, to which the
human vision system is sensitive: the magnitude and phase contrasts. It constitutes the core of
the computer model. The former is discriminant in term of magnitude. Such contrast is defined
as a difference of speed magnitude between the center and surrounding motion. The latter is
discriminant in term of phase, i.e. a difference of speed direction.

Regarding the modeling issue, four motion models relying on the mentioned contrasts have
been considered. (i) The motion magnitude model, which computes one scalar motion feature,
highlights magnitude contrasts. The three other models highlight motion contrasts both in phase
and magnitude. (ii) The motion direction model uses several scalar features sensitive to specific
directions. This approach has been proposed previously in [30]. We note that the authors include
four oriented motion energy maps in the model, while the proposed one includes eight scalar
direction-based features. (iii) The motion vector model, which is based on vectorial convolution,
highlights relative motion contrast. (iv) Finally, the phase & magnitude motion model is based
on two scalar motion features which decouple phase and magnitude contrasts.

The two last models, namely the motion vector and the phase & magnitude motion models
represent novel approaches as alternative to the biologically-plausible motion direction model,
which has the inconvenience to be heavy in term of resources and computation costs.

Regarding contrast computation, all the models are based on difference-of-gaussian filtering
(DoG). This approach, previously proposed in [4, 26] to model the center-surround differences,
is a plausible way to simulate motion contrasts of the human visual system. However, an incon-
venience is its heavy computational complexity. Indeed, large kernels are required to compute
the center-surround contrasts based on spatial convolution. For this reason, we have presented
an alternative motion pyramid approach, which approximates center-surround filtering by using
motion pyramid and cross-scale difference.

An experimental frame using psycho-physical experiments is used to assess the model suit-
ability. Four dynamic computer models are considered in the evaluation, each one combining
a static contribution defined by the static model, and a motion contribution defined by one of
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the four motion models: (1) the magnitude Mmagn, (2) direction Mdir (3) vector Mvector, and
(4) the phase & magnitudeMp&m models. The experiments include video sequences of different
nature (synthetic and natural real scenes, acquired with fixed and moving background), showing
advantages and inconveniences of the different models.

The evaluation is divided in two parts. First, regarding video sequences with fixed back-
ground, the magnitude model is suitable to highlight the magnitude contrasts, to which human
attention is sensitive. In addition, this model performs similarly compared to the three other
models. Therefore, in computer vision applications operating on fixed background video scene,
Mmagn will be preferred for computational issues.

Second, regarding video sequences with moving background, the magnitude model is not
suitable in presence of pure motion phase contrast. Conversely, the vector, phase & magnitude,
and direction models, are more suitable to predict the human saliency. WhileMmagn highlights
magnitude contrasts only, the three models Mdir, Mvector and Mp&m highlight both phase and
magnitude contrasts.

Globally, the quantitative evaluation shows the higher suitability of the Mvector, Mp&m

andMdir compared to theMmagn. Over the three models, the evaluation indicates slight higher
performances of the phase & magnitude model. This model decouples phase and magnitude con-
trasts, which tends to equilibrate both contributions in the computation of the motion saliency
map.

For prospective computer vision applications, model suitability and computation costs have
to be considered as criterion of selection. Over the four models, the direction model is clearly
the most heavy in term of computation costs. Indeed, the detection of center-surround contrasts
applies on each direction-based feature. In addition, for an hardware implementation, storage
resources are much more important. Therefore, in computer vision applications operating on
moving background video scene, the phase & magnitude or the vector models will be preferred
for computation issue.

In conclusion, we have proposed two novel approaches, namely the vector and phase &
magnitude models as alternative to the biologically plausible direction model. The proposed
models, which perform at least as well as the direction model according to the evaluation, have
the advantage to be more optimal in term of resources and computation costs.

Limitations and perspectives

The proposed computer models rely on a selection process based on static and motion features,
which are computed instantaneously, by only considering data from two successive frames. In
other word, such an approach does not take into account temporal influences. However, human
VA is changing over the time according to the motion persistency and the presence of several
moving stimuli. Therefore, including temporal influences in the computer model constitutes an
attractive perspective of development.

The proposed models are suitable to highlight relative motion contrasts in the camera plane.
Specifically, the models operate accurately on video sequences acquired by a camera moving in
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the sensor plane. In this configuration, the geometric transformations in the image are dominated
by translations and region-based matching technique is an appropriate motion estimation method
to detect translations in the camera plane. For a camera moving out of the sensor plane, other
geometric transformations appear in the image, typically expansion and contraction. Also, it is
admitted that there exists an area in the brain (MST area) that is specialized in the processing
of such transformations. Therefore, including additional motion features in the model, such as
expansion and contraction, constitutes a possible extension of the proposed model.

10.3 Motion integration schemes

For the purpose of integrating static and motion contributions in the dynamic model, the novel
motion priority scheme is proposed as alternative to the classical competitive scheme. This ap-
proach is motivated by the existence of pop-out moving stimuli, which tend to catch entirely
human visual attention, even in presence of static pop-out stimuli. In other words, the psycho-
physical experiments suggests that the influence of the static contribution over visual attention
may be strongly inhibited in presence of salient motion contrast. Therefore, for computer mod-
eling issues, the competitive scheme does not seem to be the most appropriate strategy to inte-
grate static and motion contributions. In presence of salient moving stimuli, the motion priority
scheme provides the priority to the motion cue by suppressing entirely the static contribution in
the saliency map.

Three integration schemes are considered in the evaluation: (i) the cue competition scheme
integrates motion at the cue level, by applying the classical competitive strategy; (ii) the static &
motion scheme integrates motion at a higher level. Color, intensity and orientation contributions
are first integrated in the static cue, which is then combined to the motion cue; (iii) the motion
priority scheme provides the priority to the motion cue.

The evaluation concludes to the following performance ranking: #1 motion priority scheme,
#2 static & motion competition scheme and #3 cue competition scheme. The performance
variations simply illustrate the influence of the motion contribution in the resulting saliency
map. The more motion contributes to the saliency map, the more the model correlates to the
average human visual behavior. Therefore, the most suitable scheme is the motion priority
scheme which suppresses the static contribution in presence of salient moving stimuli, while
the cue competition and static & motion competition schemes are less suitable due to static
contribution.

Limitations and perspectives

Statistically, the motion priority strategy turns out to be the most efficient way to predict the
average human visual behavior. Humans tend to focuss their attention more frequently on salient
moving stimuli and rarely on static salient stimuli. However, for application perspectives, such
a strategy can lead to limitations. For example, prioritizing motion by discarding static infor-



10.3. MOTION INTEGRATION SCHEMES 127

mation is not realistic for an advanced system operating with its environment. Indeed, such
a system is expected to interact both with static and moving items. Therefore, an interest-
ing perspective is the development of an adaptive attentive system operating dynamically in a
competitive or priority mode, according to the motion persistency.
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Appendix A

Application 1: robot navigation
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Robot Navigation by Panoramic Vision and Attention Guided Features

Abstract

In visual-based robot navigation, panoramic vision
emerges as a very attractive candidate for solving the lo-
calization task. Unfortunately, current systems rely on spe-
cific feature selection processes that do not cover the re-
quirements of general purpose robots. In order to fulfill new
requirements of robot versatility and robustness to environ-
mental changes, we propose in this paper to perform the
feature selection of a panoramic vision system by means of
the saliency-based model of visual attention, a model known
for its universality. The first part of the paper describes a
localization system combining panoramic vision and visual
attention. The second part presents a series of indoor local-
ization experiments using panoramic vision and attention
guided feature detection. The results show the feasibility of
the approach and illustrate some of its capabilities.

1. Introduction

Vision is an interesting and attractive choice of sen-
sory input, in the context of robot navigation. Specifically,
panoramic vision is becoming very popular because it pro-
vides a wide field of view in a single image and the visual
information obtained is independent of the robot orienta-
tion. Many robot navigation methods based on panoramic
vision have been developed in literature. For instance, a
model in [9] was designed to perform topological naviga-
tion and visual path-following. The method has been tested
on a real robot equipped with an omnidirectional camera.
Another model for robot navigation using panoramic vi-
sion is described in [1]. Vertex and line features are ex-
tracted from the omnidirectional image and tracked so that
to determine the robot’s position and orientation. In [8],
the authors present an appearance-based system for topo-
logical localization. An omnidirectional camera was used.
The resulting images were classified in real-time based on
nearest-neighbor learning, image histogram matching and
a simple voting scheme. Tapus et al. [7] have conceived
a multi-modal, feature-based representation of the environ-
ment called a fingerprint of a place for localization and map-
ping. The multi-modal system is composed of an omnidi-

rectional vision system and a 360 degrees laser rangefinder.

In these systems, the feature selection process is usually
quite specific. In order to fulfill new requirements of versa-
tility and robustness imposed to general purpose robot op-
erating in wide varying environments, adaptive multi modal
feature detection is required. Inspired from human vision,
the saliency-based model of visual attention [3] is able to
automatically select the most salient features in different en-
vironments. In [5], the authors presented a feature-based
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Figure 1. Adaptive behavior of the visual at-
tention model for different environments

robot localization method relying on visual attention ap-
plied on conventional images and also showed its robust-
ness. Applying the saliency-based model for feature de-
tection provides automatic adaptation to different environ-
ments, like indoor and outdoor environments (Figure 1).

The purpose of this work is to get benefit of two main
aspects: a) the omnidirectional vision for its independence
of robot orientation and b) the visual attention-based fea-
ture extraction for its ability to cope with a wide varying
environment.

The rest of the paper is structured as follows. Section
2 shows how visual attention applies to panoramic vision
and how orientation independent robot localization is per-
formed. Section 3 presents robot localization experiments
and section 4 provides conclusions.



2. Visual Attention-based Navigation Using
Panoramic Vision

2.1. Saliency-based Model of Visual Attention

The saliency-based model of visual attention, used for
selecting the features of a scene, is composed of four main
steps [3, 4], described as follows:
1) A number of cues are extracted from the scene by com-
puting the so called feature mapsFj .
2) Each feature mapFj is transformed in its conspicuity
mapCj . Each conspicuity map highlights the parts of the
scene that strongly differ, according to a specific feature,
from their surrounding.
3) The conspicuity maps are integrated together, in a com-
petitive way, into asaliency mapS in accordance with:

S =
J∑

j=1

N (Cj) (1)

whereN () is the weighting operator responsible for map
promotion [3].
4) The features are derived from the peaks of the saliency
map (Figure 1 c and d).

2.2. Visual Feature Detection in Panoramic Images

The saliency computation must be tuned to the specifici-
ties of panoramic images. As the features should also be de-
tected in the full range of360◦, saliency computation algo-
rithm must be adapted to the circularity of the input image.
The circularity of the panoramic images allows to define the
neighborhood on the borders, so that features on the image
borders are also detected. Thus, the feature detection is ob-
tained in the full panoramic range (Figure 2 b and c). In
this paper, the saliency map is based on four different cues:
image intensity, two opponent color components red/green
and yellow/blue, and a corner-based cue according to the
Harris approach [2].

Feature Characterization and Landmark Selection
Once detected, each featureOn is characterized by its

spatial position in the imagexOn = (xOn , yOn) and a visual
descriptor vectorfOn , in which each componentfj holds
the value of a cue at that location:

fOn = (f1, ..., fj , ..., fJ)T with fj = Fj(xOn) (2)

In order to take into account the spatial information of
the features, an appropriate spatial representation is used:
each set of features is represented on an horizontal one-
dimensional space, by projection (Figure 2d).

Finally, an observation catched by a panoramic image is
described by the set of featuresSt (Figure 2c):

St = {On} with On = (xOn , nxOn
, fOn) (3)
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Figure 2. From the panoramic image to the
horizontal feature projection

wherenxOn
is the index corresponding to the rank of the

features spatially ordered in the x direction.

2.3. Map Building

Basically, the features detected during a learning phase
are used as landmarks for localization during the navigation
phase. In this work, a topological approach is used. The
path is divided into equidistant portionsEq, each described
by a configuration of landmarks named key-frameKq.

Intrinsically, saliency provides a powerful adaptation to
the robot environment. To provide a further adaptation, de-
tected features are then chosen accordingly to their robust-
ness. The step consists in tracking features along the envi-
ronment [6] and to select as landmarks, the most persistent
features, i.e. the ones with the longest tracking paths. A
landmark is thus the representation of a robust feature that
is persistent along the same portionEq.

A key-frameKq is a set of robust features named land-
marksLm, where each landmark is defined by the mean
characteristics of the considered feature along the same
portion: its mean spatial position in the imagexLm =
(xLm , yLm

), its indexnxLm
, its mean descriptor vectorfLm

and its standard deviation vectorfσLm
:

Kq = {Lm} with Lm = (xLm , nxLm
, fLm , fσLm

) (4)

2.4. Navigation Phase

As soon as the navigation map is available, the robot is
able to localize itself by determining which key-frameKq



matches the best the robot’s observationSt at its current
location.

A. Localization by Key-frame
The purpose is to match a setSt of visual features with

a setKq of landmarks. Our matching method takes into
account two criteria: visual and spatial similarity.

The visual landmark similarity : A landmarkLm and
a featureOn are said similar in terms of visual character-
ization if their Mahalanobis distance is inferior to a given
thresholdα:

∆f = (
f1Lm

− f1On

f1σLm

, ...,
fJLm

− fJOn

fJσLm

)T and ‖∆f‖ < α

(5)
wherefJLm

, fJOn
andfJσLm

are theJ components of re-
spectivelyfLm , fOn andfσLm

.
The spatial similarity of landmark triplet : In this

work, a comparison ”feature group to landmark group” is
used and the spatial similarity is measured by comparing
the relative distances between each element of the group.
Such a group matching strategy has the advantage to take
into account the spatial relationships of each element of the
group, which improves the matching quality. In this work,
the groups contain three elements (triplet).

Formally, leto = {O1, O2, O3} be a set of three features
compared with a set of three landmarksl = {L1, L2, L3}.
A triplet o is spatially similar to a tripletl if:

- the pairings (O1;L1), (O2;L2) and (O3;L3) satisfy
Eq.5.

- both sets are ordered with respect to their indexnxLm
,

nxOn
under the principle of circularity.

- the absolute difference distancesδ12 andδ23 are infe-
rior to a thresholdTd:

δ12, δ23 < Td (6)

where

δ12 = | (xO2 − xO1)− (xL2 − xL1) | (7)

δ23 = | (xO3 − xO2)− (xL3 − xL2) | (8)

Given two spatial similar triplets, a functionsci
not further

defined here quantifies the overall similarity:

sci(∆f1,∆f2,∆f3, δ12, δ23) (9)

where ∆fi holds for the visual similarity of the pairing
(Oi, Li) andδ12, δ23 for the spatial similarity.

Observation likelihood: Let nKq be the number of ob-
servation triplets that satisfy the landmark triplet similarity
for the key-frameKq. In order to define which key-frame
Kq matches the best the observation,SC(Kq) is computed as
the sum of the similarity contribution of thenKq triplets:

SC(Kq) =
nKq∑

i

sci (10)

Thus, each key-frame receives several contributions, de-
pending on the observation triplets that match the land-
marks triplets. The measurement is then normalized in or-
der to represent a probability distribution, called visual ob-
servation likelihood and formalized asP (St|Kq):

P (St|Kq) =
SC(Kq)∑
n SC(Kn)

(11)

P (St|Kq) quantifies the likelihood of the observationSt at
time t given the associated key-frameKq. Thus, simple lo-
calization is performed according to the maximum likeli-
hood criterion:

q∗ = arg maxqP (St|Kq) (12)

B. Contextual Localization
To improve the robustness of the localization, the contex-

tual information of the environment is taken into account.
Thus, the visual observation likelihoodP (St|Kq) is inte-
grated into a Markov localization framework. In this work,
the states of the Markov model correspond to the portions
Eq represented by its key-frameKq and the state transition
model is defined byP (Ki,Kj), corresponding to the prob-
ability of the state transition fromEj toEi.

Let P (Kt) be the probabilistic estimation of its location
at time t.P (Kt) is computed in Eq.13 by fusing the predic-
tionPpred(Kt = Ki) with the visual observation likelihood
P (St|Kq):

P (Kt = Ki) =
1
αt
P (St|Ki) · Ppred(Kt = Ki) (13)

Ppred(Kt = Ki) =
1
βt

∑

Kj∈K?

P (Ki,Kj) ·P (Kt−1 = Kj)

(14)
Note thatαt andβt are normalization factors used to keep
P (Kt) a probability distribution.

3. Experiments

In the experiments, the robot acquires a sequence of
panoramic images obtained from an equiangular omnidirec-
tional camera, while moving along a path in a lab environ-
ment (Figure 2). The path of about 10 meters long gives rise
to a sequence of 64 panoramic images. From this sequence,
the navigation map is built in three different configurations:
(A) the map segmenting the path in 8 equidistant portions,
(B) in 10 portions and (C) in 13 portions.

To quantify the localization, an approximate success rate
R is defined.R corresponds to the percentage of approxi-
mate correct localization, which is considered as correct if
the location with the maximum likelihoodq∗ corresponds
to qe ± 1, whereqe represents the exact location.



During the localization experiment, the visual observa-
tion St of each frame of the navigation sequence is com-
puted and compared with the key-frames of the map.

The valueRc measures the success rate of the simple
context-free localization. The valueRc holds for the con-
textual localization with the Markov framework, where the
initial estimationP (Kt=0) is set to80% at the exact lo-
cation and the other are uniformly distributed at the other
locations. The state transitionsP (Ki,Kj) are modelled by
a Gaussian distribution, i.e. transition to the neighboring
portions is more likely than transition to distant portions.

The first experiment (Exp.1) tends to evaluate the quality
of the visual landmarks. It uses the same sequence for map
building and navigation.

The second experiment (Exp.2) verifies the orientation
independence of the proposed process. It uses three test se-
quences corresponding to rotated views of the original se-
quence by90◦, 180◦ and270◦ respectively to be matched
with the original map.

Exp.1 8 KF Map 11 KF Map 13 KF Map mean
Rc 87.5% 82.8% 79.7% 83.3%
Rc 98.4% 96.9% 96.9% 97.4%

Exp.2 8 KF Map 11 KF Map 13 KF Map mean
Rc 80.2% 80.2% 78.1% 79.5%
Rc 94.8% 98.4% 98.9% 97.4%

Table 1. Localization Results

The results are presented in Table 1. For simple key-
frame localization, the success rateRc decreases as ex-
pected when the number of portions increases and exper-
iment 1 provides an average rate of 83%. Contextual lo-
calization improves the performance further and provides
an average rateRc of 97%. Given the fact that the se-
quence of panoramic images provides only small changes,
with key-frames representing small portions of about one
meter length, the localization performance is considered as
quite good.

In Exp.2, the results are similar to Exp.1 and show the
orientation independence of the localization method.

These results confirm the feasibility of the proposed ap-
proach and show the capacity of the system to catch robust
discriminant features.

The next step will be to evaluate the robustness of the
proposed method in the presence of condition changes (lu-
minosity, different robot navigation trajectories).

4. Conclusions

An original robot localization system was presented, that
encompasses panoramic vision and attention guided feature
detection. First, the multi-cue saliency-based model of vi-
sual attention was adapted to panoramic image sequences;
a description for a feature set, as well as a suited feature
set matching method were also proposed. Then, localiza-
tion experiments were conducted using two simple meth-
ods. In a sequence of panoramic images showing only small
changes, the rate of successful localization is typically 83%
and 97% with the context-free and contextual methods re-
spectively. Another experiment shows the orientation inde-
pendence of the proposed processing. These results confirm
the feasibility of the proposed approach and show the capac-
ity of the system to catch robust discriminant features.
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Visual Attention on the Sphere
Iva Bogdanova, Alexandre Bur and Heinz Hügli

Abstract

Human visual system makes an extensive use of visual attention in order to select the most relevant

informations and speed-up the vision process. Inspired by visual attention, several computer models

have been developped and many computer vision applications rely today on such models. But the actual

algorithms are not suitable to omnidirectional images, which contain a significant amount of geometrical

distorsion. In this paper, we present a novel computational approach that performs in spherical geometry

and thus is suitable for omnidirectional images. Following one of the actual models of visual attention,

the spherical saliency map is obtained by fusing together intensity, chromatic and orientation spherical

cue conspicuity maps that are themselves obtained through multi-scale analysis on the sphere. Finally,

the consecutive maxima in the spherical saliency map represent the spots of attention on the sphere. In

the experimental part, the proposed method is then compared to the standard one using a synthetic image.

Also, we provide examples of spots detection in real omnidirectional scenes which show its advantages.

Finally, an experiment illustrates the homogeneity of the detected visual attention in omnidirectional

images.

I. INTRODUCTION

A. State of the Art on Visual Attention

It is generally admitted today that the human visual system makes extensive use of visual attention

(VA) in order to select relevant visual information and speed up the vision process. Visual attention

represents also a fundamental mechanism for computer vision where similar speed up of the processing

can be envisaged. Thus the paradigm of computational VA has been widely investigated over the past

two decades and possible fields of application include image and video compression [1], [2], object

recognition [3], [4], image segmentation [5] and robot localization [6], [7].

The authors are with the Institute of Microtechnology, University of Neuchâtel, Rue A.-L. Breguet 2, CH-2000 Neuchâtel,

Switzerland. E-mail: {iva.bogdanova, alexandre.bur, heinz.hugli}@unine.ch
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While some computational VA models concentrate on psychophysical and biologically plausible aspects

[8], [9], [10], other models focus more on efficient computation for related computer vision applications.

Proposed in [11], the first computational architecture of VA includes the main concepts such as feature

integration, saliency map, winner-take-all network (WTA), center-surround difference and inhibition of

return (IOR). Several models are based on these concepts. In [12], the authors develop one of the first

implementation including center-surround difference based on classical filtering and a relaxation process

is used for the map integration, resulting to high computational cost. One of the most actual and used

model is presented in [13] and [14]. An efficient approximation of center-surround difference is performed

with gaussian image pyramid and the relaxation process is replaced by a weighting scheme for the map

integration, resulting to faster computation.

There are several VA models that use classical filtering approach [14], [12], [4], [1], [15], [10], and other

models that are based on neural network [16], [17]. The mentionned computer models are mainly bottom-

up, i.e. attention driven by a reflexive behavior, due to strong feature-related contrasts. Other approaches

include top-down informations, in which attention is driven by prior knowledges, expectations or tasks.

In [18] and [19], the saliency map results from the fusion of bottom-up and top-down cues.

B. Omnidirectional Vision: the Sphere of View

While conventional imaging systems (like photographic or video) are severely limited in their field of

view, omnidirectional imaging systems were developed so that they are capable of viewing the world

in all directions from a center of projection, i.e. the entire sphere of view around a single point. An

ideal omnidirectional image thus provides a full spherical field of view (4π steradian) of a given scene.

The scene, as viewed by an omnidirectional imaging system, can be represented by the ideal plenoptic

function which completely describes the light field [20]. In real omnidirectional systems, the field of view

is somehow restricted: typical omnidirectional images will thus exhibit a full azimuthal (3600) range but

a restricted zenithal (< 1800) range. Such images will be considered here.

Various kinds of omnidirectional imaging systems exist. For instance, a rotating camera at 3600 can

produce a sequence of images that covers the whole scene. However, this kind of imaging system cannot

simultaneously cover actions in all directions of a dynamic scene. To cope with this, either a multi-

camera or a catadioptric sensor can be used instead. The first one simultaneously captures images that

cover about 75% of the visible sphere. Actually, in this case, all individual images (from each of the

cameras in the set) are stitched together in order to form a spherical image. The second one is an imaging

system based on combination of a curved mirror and a lens to form a projection onto the image plane of a
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(video) camera [21], [22]. Such an omnidirectional imaging system offers the potential for simultaneously

capturing an image with a high resolution on a target as well as a wide field-of-view periphery. Of interest

are catadioptric imaging systems with a single effective viewpoint called central catadioptric sensors, as

the hyperbolic or the parabolic ones. It is important to note that there is an equivalence between the

catadioptric projection and two-steps mapping onto the sphere [23].

It is clear that the omnidirectional images can be defined as non-Euclidean, i.e. spherical, hyperbolic,

parabolic. The mapping between points in the 3-D world and points in the image of a given omnidirec-

tional imaging system is non-linear. In the catadioptric systems, the curved mirror produces inevitable

radial distortions, proportional to the radial curvature of the mirror. In fact, these mirrors, produce a

”fish-eye” effects, i.e. they magnify the objects reflected in the center (typically the camera used in the

given system) which is of minimal interest, while in the same time they shrink the region around the

horizon, thereby reducing the available spatial resolution in the area which is of interest. It is of great

importance to note, that the linear calculation methods cannot appropriately cope with these non-linear

deformations on the projected image (i.e. the resulting omnidirectional image).

C. A Word of Motivation: Why Visual Attention on the Sphere?

The current VA algorithms are performing in Euclidean geometry and thus are limited to Euclidean

images. Therefore, the so known visual attention implementations suits only the conventional images.

In the same time, the omnidirectional sensors are more and more used nowadays because of their

advantages over the conventional imaging sensors, namely their larger field of view. One particular

example of application is in surveillance [24], [25], where one would be able to track persons in heavily

cluttered environments. They are also required in robotics, where an autonomous robot may benefit from

omnidirectional vision for robot navigation and situational awareness [26], [27].

The intuitive approach for defining a VA on omnidirectional image is to first map the image to a

panoramic image (i.e. unwrap it) and then to apply the conventional VA algorithm. In fact, it was proposed

in [6] an adaptation to omnidirectional (panoramic) images. The proposed representation basically uses

a cylindrical source image and this algorithm solves the circularity problem by introducing a modulo

operation on the i-indexes in order to handle the cyclic nature of that coordinate. This approach however is

bound by the cylindrical projection (which still contains distortions) and therefore is limited to panoramic

images with a specific and limited zenithal extension.

The images obtained by omnidirectional sensors suffer under significant deformations. Specific map-

pings, like panoramic or log-polar mappings, attempt to reduce somehow the distortions but do not
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succeed completely. In fact, no Euclidean mapping represents omnidirectional views homogeneously. A

natural choice of a non-deformed domain for the full sphere of view, where there are no limitations

on the zenithal range, is the sphere S2 ∈ R3. Therefore, we argue that detection of spots of attention

in omnidirectional images has to take place in spherical geometry. Developing a VA algorithm for an

omnidirectional image, that provide the full sphere of view of a scene, is equivalent to detecting the spots

of attention homogeneously on the sphere, i.e. in all directions.

The possibility to compute VA on the sphere opens new perspectives for large-field-of-view imaging

applications, where the Euclidean geometry does not hold anymore. Computing VA in spherical coordi-

nates provides a homogeneous behavior, i.e. invariant to its location and orientation on the sphere and

which is therefore applicable to any omnidirectional image that can be mapped on the sphere.

In this paper, we present a derivation of a new algorithm for computing the VA of images obtained

by omnidirectional imaging systems. Inspired by a classical visual attention model applied on Euclidean

images [13], the proposed model operates in spherical geometry and is thus applicable for any omni-

directional image that can be mapped on the sphere. Such are not only images obtained with multi-

camera sensors but as well those obtained with hyperbolic or parabolic catadioptric imaging sensors.

By computing in spherical coordinates, the attention mechanism remedies the distortions introduced by

the computations as performed in the Euclidean case. It must be noted that we have chosen to use

a pyramidal architecture in this approach but other VA computational models can be considered. For

instance, a filter-based VA model [19] can be easily defined on the sphere.

This paper is organized as follows. Section II presents a classical model of visual attention and its

algorithm. Then the paper proceeds with pointing out data processing on the sphere and more particularly,

with presenting in Section III the multiscale analysis of spherical data. Section IV then presents the VA

algorithm on the sphere which is then applied to omnidirectional images, first to a synthetic spherical

image in Section V and to a real omnidirectional image from a multi-camera system in Section VI and

VII. In Section VIII we study the limitations of both spherical and Euclidean VA while in Section IX

we test the homogeneity of the spherical VA.

II. VISUAL ATTENTION: THE EUCLIDEAN CASE

This section presents the classical model of VA and the related equations which hold for its computation

in the 2D Euclidean space.
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Fig. 1. The saliency-based model of VA.

A. The Saliency-Based Model of VA

The saliency-based model of VA, originally proposed by Koch and Ullman in [11] is widely used

nowadays. Several works have dealt with the realization of this model e.g. [13]. It is based on three

major principles: VA acts on a multi-featured input; saliency of locations is influenced by the surrounding

context; the saliency of locations is represented on a scalar saliency map.

The different steps are detailed in the model illustrated in Figure 1 which, for a simpler notation, has

a specific number of features (7) and cues (3) although any number can be considered in general.

First, seven features (1..j..7) are extracted from the scene by computing the so-called feature maps

from an RGB color image. The features are:

• intensity feature F1;

• two chromatic features based on the two color opponency filters: red-green F2 and blue-yellow F3;

• four local orientation features F4..7.

In a second step, each feature map is transformed into its conspicuity map Cj , which highlights the

parts of the scene that strongly differ, according to a specific feature, from their surrounding. This process,

relies on a multiscale center-surround filtering which is later described in Section II-C.

In the third step, the seven (j = 1...7) features are then grouped using a competitive map integration

scheme and according to their nature into the three cues: intensity, chromaticity and orientation. The cue
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conspicuity maps are thus:

Cint = C1; (1)

Cchrom =
∑

jǫ{2,3}
N (Cj); (2)

Corient =
∑

jǫ{4,5,6,7}
N (Cj), (3)

where Cint is the intensity conspicuity map, Cchrom is the chromaticity conspicuity map and Corient is

the orientation conspicuity map. N (.) refers to a normalization function defined below in Section II-B.

In the final step of the attention model, the cue conspicuity maps are integrated, into a saliency map

S, defined as:

S =
∑

cueǫ{int,chrom,orient}
N (Ccue). (4)

Given a saliency map, the ”winner-take-all” (WTA) mechanism starts with selecting the location with

the maximum value of the map. This selected region is considered as the most salient part of the image

(winner). The spot of attention is then shifted to this location. Local inhibition is then applied on the

saliency map, in an area around the actual spot. This yields dynamical shifts of the spot of attention

by allowing the next most salient location to subsequently become a winner. Besides, the inhibition

mechanism prevents the spots of attention from returning to previously attended locations.

B. Normalization N () for Map Fusion

The normalization function adjusts the range of maps of different nature and simulates the competition

between the different maps to be integrated. Several methods were proposed, which are reviewed in [28].

Although any method would be applicable here, for simplicity, a linear weighting scheme is considered

in this paper. Given the conspicuity map C(x), it defines N (C(x)) as:

N (C(x)) = w · C(x) with w =
Max(C(x))
Mean(C(x))

. (5)

C. Multiscale Center-Surround Filtering

Each feature map Fj is transformed independently into a feature conspicuity map Cj by a biologically

inspired center-surround mechanism that tends to highlight the parts of the feature map that strongly

differ from their surrounding. In order to highlight regions of different sizes, the mechanism applied at

various map scales and thus the transform consists in a so called multiscale center-surround filtering,

illustrated in Figure 2 and described as follows.
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Fig. 2. Multiscale center-surround mechanism with an n = 8 level pyramid and six scale maps

First, for a feature Fj , a gaussian pyramid is created by successively lowpass filtering the signal with

a gaussian filter g and down-sampling the result by factor 2. Formally, the successive images fk at the

pyramid output are:

f0 = Fj , f1 =↓ 2(f0 ∗ g), ... , fk =↓ 2(fk−1 ∗ g).

Then, the effective center-surround mechanism, which necessitates subtracting a surround region from

a center region, is implemented by simply subtracting pairwise output images from the gaussian pyramid.

According to the VA model that forsees a ratio of 8 and 16 in the relative sizes of center and surround,

the scale difference of the images to be subtracted is thus 3 and 4. Accordingly, from the fk, k = 1..n

maps a number of multiscale maps Mk are thus computed as follows:

M1 = |f2 ⊖ f5|, M2 = |f2 ⊖ f6|, M3 = |f3 ⊖ f6|,

M4 = |f3 ⊖ f7|, M5 = |f4 ⊖ f7|, M6 = |f4 ⊖ f8|, (6)

where ⊖ refers to a cross-scale difference operator that interpolates the coarser scale to the finer one and

then performs a point-by-point substraction.

Finally, the feature conspicuity map Cj is computed by combining in a competitive way the set of

multi-scale maps Mk using the normalization function defined in Equation (5):

Cj =
n−3∑

k=1

N (Mk). (7)
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III. DATA PROCESSING ON THE SPHERE

This section presents data processing methods in spherical geometry and proposes a means for com-

puting a conspicuity map of a single feature in the spherical domain.

A. Spherical Geometry

The 2-sphere (S2 ∈ R3) is a compact manifold of constant positive curvature. In polar coordinates, each

point on the sphere is a three-dimensional vector ω = (x0, x1, x2) ≡ (r cos θ, r sin θ sinϕ, r sin θ cosϕ),

with r ∈ (0,∞), θ ∈ [0, π] and ϕ ∈ (0, 2π] as illustated in Figure 3(a). Figure 3(b) also illustrates the
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Fig. 3. Spherical geometry: (a) spherical coordinates, (b) cross-section of a stereographic projection through the South Pole.

so called stereographic projection from the South Pole, a projection that maps any point of the sphere

onto a point of the tangent plane at the North Pole. If we take the sphere S2 as the Riemannian sphere

(r = 1) and the tangent plane as the complex plane C2, then the stereographic projection is a bijection

given by

Φ(ω) = 2 tan
θ

2
(cosϕ, sinϕ), (8)

where ω ≡ (θ, ϕ), θ ∈ [0, π], ϕ ∈ [0, 2π).

B. Multiscale Analysis on the Sphere S2

The central step towards defining VA onto the sphere concerns the multiscale center-surround filtering.

As shown in Section II-C, this step requires to set up a Gaussian pyramid and to compute differences

between two maps of the pyramid which are each time three or four scales apart. This contrasts the
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implementation of another spherical pyramid, namely the spherical Laplacian Pyramid, worked out in

[29]. As both problems are very similar, the procedure for VA is widely inspired from it. In fact, a

Laplacian pyramid also relies on differences of maps from a Gaussian pyramid. It differs however in the

scale difference of the two maps to be subtracted. In the following we present in details the filtering on

the sphere that is needed for building the Spherical Gaussian Pyramid.

C. Filtering on the Sphere

In general, the convolution on the (Euclidean) plane is defined in terms of the inner product between

two functions translated relative to each other, and is parameterized by the amount of translation. On

the sphere, it is more natural to use relative rotations. For a given spherical signal f and a filter g, their

correlation (g ⋆ f)α2,α1,α0 ∈ L2(SO(3)) reads

(g ⋆ f)α2,α1,α0 =
∫

S2

[Rα2,α1,α0g] (θ, ϕ)f(θ, ϕ)d cos θdϕ, (9)

where Rα2,α1,α0 is the rotation operator that first rotates the function by α0 about the x0−axis, then by

α1 about the x1−axis and finally by α2 about x0-axis again. These are the three (Euler) angles which

define an element of SO(3)-group and they provide a natural parameterization of the correlation on the

sphere. Actually, the correlation (g ⋆ f)α2,α1,α0 is the inner product of the rotated version of the filter

g with the signal f , or the projection coefficient of f onto [Rα2,α1,α0 ]. If the filter is an axisymmetric

function, i.e. g(θ, ϕ) = g(θ), the rotation by α0 about the x0−axis has no effect. In other words this

reads

(g ⋆ f)α2,α1,α0 = (g ⋆ f)α2,α1 ,

and is a spherical signal parameterized by θ ≡ α1 and ϕ ≡ α2.

It is obvious that in practice we need the discrete form of the spherical correlation. For an axisymmetric

filter g we can discretize Equation (9) and thus obtain

(g ⋆ f)α2,α1 =
π∑

θ=0

2π∑

ϕ=0

[Rα2,α1g(θ, ϕ)] f(θ, ϕ).

First, we must note that the (θ, ϕ)−grid is not invariant under rotation, therefore it is not usually possible

to evaluate [Rα2,α1g(θ, ϕ)] from the samples of g(θ, ϕ) on the grid. That is why this kind of discrete

implementation of correlation on the sphere is not efficient.

Let us have a spherical signal defined at scale k on a 2βk × 2βk, (βk ∈ N) square grid of respectively

equi-angular resolution in θ and ϕ:

ω ∈ Gk :=
{
ωkpq = (θkp, ϕkq) : θkp =

(2p + 1)π
4βk

, ϕkq =
qπ

βk
, p, q ∈ Z [2βk]

}
. (10)
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This grid allows us to perfectly sample any band-limited function f ∈ L2(S2) of bandwidth βk, i.e. such

that the Fourier coefficients f̂(l,m) = 0,∀l > βk. Moreover, this class of sampling grids is associated to

a Fast Spherical Transform [30].

Another method to perform spherical convolution is to first project the discretized spherical function

and filter onto the span of spherical harmonics and perform the convolution in Fourier domain via simple

multiplication. Of great importance is the Spherical Convolution Theorem, as derived in [31] and which

we remind here for convenience: for functions f, g ∈ L2(S2), the transform of the convolution is a

point-wise product of the transforms:

ĝ ⋆ f(l,m) =

√
4π

2l + 1
ĝ(l, 0)f̂(l,m), (11)

where f̂(l,m) denotes the (l,m)-Fourier coefficient, which in discrete form reads

f̂(l,m) =
√

2π
2βk

2βk−1∑

p=0

2βk−1∑

q=0

αβk

kp f(θkp, ϕkq) e−imϕkq Pm
l (cos θkp), (12)

with Pm
l -the associated Legendre function of degree l and order m and αβk

kp is a weight.

It must be noted that the convolution theorem is independent of sampling. Hence, as long as we

can project our samples onto the span of spherical harmonics accurately, we can perform convolution

via Fourier domain accurately, regardless of the sampling grid. These methods are implemented in

SpharmonicKit1 and used together with MATLAB YAWtb toolbox[33].

D. Spherical Gaussian Pyramid

Regarding the VA mechanism as defined in Section II-A, we first need to define a Gaussian pyramid

on the sphere. The filter used for smoothing the spherical data is a spherical axisymmetric Gaussian filter,

defined by its Fourier coefficients:

ĝσk
(l) = e−(σk l)2 . (13)

The parameter σk is chosen so that the filter is numerically close to a perfect half-band filter |ĝσk
(l)| <<

1,∀l > βk .

Let us look at a spherical signal defined on a grid of size 1024 × 1024 and which represents the

scale level k = 0. The Fourier transform of this signal results in (512 × 512)-matrix, and thus we have

β0 = 512 and l ∈ [0, β0]. Then, for designing the Gaussian filter at this level, we need to define the

bandwidth parameter. The choice σ0 =
√

2
β0

= 0.0028 satisfies our requirement |ĝσ0(l)| ≈ 0,∀l > 512.

1under GPL license (General Public License)[32]
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Fig. 4. A spherical Gaussian filter in spatial domain.

For purpose of visualization and for this particular value of σ0 we can easily find the corresponding filter

in spatial domain which is depicted on Figure 4.

Finally, we can define the procedure for obtaining one level in the spherical Gaussian pyramid that

transforms fk into fk+1 as follows:

1) Apply the spherical Fourier transform Equation (12) on the signal fk and thus obtain f̂k(l,m);

2) Multiply in Fourier domain with a Gaussian filter as defined in Equation (11) and thus obtain

̂g · fk(l,m);

3) Apply the inverse spherical Fourier transform on it and thus obtain the filtered signal g ⋆ fk;

4) Subsample this signal g ⋆ fk by a factor of 2 and thus obtain fk+1.

Subsampling on the sphere consists of reducing by a factor of 2 the spherical grid Gk.

The full spherical Gaussian pyramid is now obtained by iteratively applying previous procedure to

each scale level k = 1 · · · n, thus producing the pyramid of spherical signals f1, f2, f3, · · · fn.

A schematic representation of the spherical Gaussian pyramid is illustrated in Figure 5 for the case of

an initial spherical signal defined on a grid of size 1024× 1024. Note that the grid size is reduced by a

factor of 2 at each level and that a grid size of 4× 4 characterizes the last 8th level. This repeated size

reduction also clearly speaks in favor of an initial grid size which is sufficiently large and expressed as

a power of 2: 2β0 × 2β0 = 2n+2 × 2n+2.
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Fig. 5. Schematic diagram for the gaussian pyramid on S2.

E. Spherical Gabor Pyramid

In order to deal with the orientations in spherical coordinates we proceed toward defining a Gabor

Pyramid on the sphere. In fact, there are oriented spherical filters that have anisotropic nature, i.e. they

are not axisymmetric. Let us remind, that we have defined in Equation (9) a rotation operator Rα2,α1,α0

that first rotates the function by α0 about the x0−axis, then by α1 about the x1−axis and finally by α2

about x0-axis again. If a rotation by α0 takes place, the function is anisotropic, i.e the filter is oriented

at, let say, angle φ ∈ [0, 2π) and thus depends on three rotation angles: g(θ, ϕ, φ). We can interprete

g(θ, ϕ, φ) as g(ω, φ), where ω ∈ S2 is a position on the sphere and φ is an angle of rotation. In fact, on

the sphere one can define orientation with respect to meridians and parallels. In other words, directions

can be referred to as cardinal points: φ = 0o corresponds to North-South direction, i.e. meridians, and

φ = 900 to East-West directions, i.e. parallels.

The intuition about what a directional filter in spherical domain looks like, is clear: if centered at North

Pole, the spherical directional filter has a stereographic projection on the tangent plane that is directional

in the Euclidean sense. A natural candidates for such is the Gabor spherical filter:

Ggabor(θ, ϕ) =
ei|k0| tan (θ/2) cos (ϕ0−ϕ)e−(1/2) tan2 (θ/2)

1 + cos θ
, (14)
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Fig. 6. Real part of the spherical Gabor wavelet: (a) a = 0.1 and orientation 00 , (b) a = 0.1 and orientation π
4

.

where ϕ0 is the argument of |k0|. This filter is (numerically) admissible only for |k0| large enough,

usually |k0| > 6. Moreover, a spherical Gabor wavelet reads [34], [35]:

ψgabor(θ, ϕ, φ) = λ1/2(θ, a)eik0
2
a

tan θ

2 cos (φ− ϕ) e−
2

a2 tan2 θ

2
(
1 +

1
a2

tan2 θ

2
)
, (15)

where λ(θ, a) is a normalization factor and the scale parameter a > 0. A particular example of Gabor

spherical wavelet for two different orientations is shown in Figure 6.
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The directional correlation on the sphere is expressed in terms of the Wigner D-function coefficients

[36] which read:

̂ggabor ⋆ f(l,m, n) =
8π2

2l + 1
ĝ∗gabor(l, n)f̂(l,m), (16)

where g∗ denotes the complex conjugate. In other words, the Wigner D-function coefficients of the

directional correlation are given as the pointwise product of the scalar spherical harmonics coefficients

f̂(l,m) and ĝ∗(l, n). This method is implemented in SOFT (SO(3) Fourier Transform) [37].

Now, we can define the procedure for obtaining one level rk of the Spherical Gabor Pyramid :

1) Apply the spherical Fourier transform Equation (12) on the signal fk and thus obtain f̂k(l,m);

2) Multiply in Fourier domain with a Gaussian filter as defined in Equation (11) and thus obtain

̂g · fk(l,m);

3) Apply the inverse spherical Fourier transform on it and thus obtain the filtered signal g ⋆ fk;

4) Subsample this signal g ⋆ fk by a factor of 2 and thus obtain fk+1;

5) Apply again the spherical Fourier transform (Equation (12)) on fk+1 and obtain f̂k+1(l,m);

6) Multiply in Wigner domain with a Gabor filter as defined in Equation (16) and obtain ̂ggabor · fk+1(l,m, n);

7) Apply the inverse Wigner transform on it and obtain rk+1 = ggabor ⋆ fk+1.

The full spherical Gabor pyramid is obtained by iteratively applying the previous procedure to each

scale level k = 1 · · · n and producing the pyramid of spherical signals r1, r2, · · · rn. The schematic

representation of the spherical Gabor pyramid is illustrated in Figure 7, where f0 ≡ r0.

F. Up-Sampling on the Sphere

Up-sampling on the sphere S2 ∈ R3 is the process of increasing the sampling rate of a spherical signal

f(θk, ϕk). The sampling integer factor U multiplies the sampling rate. This process consists of two steps:

1) Add (U − 1) zeros between each sample in f(θk, ϕk) defined on the grid Gk (the spherical grid is

defined in Equation (10));

2) Filter with a low-pass spherical filter;

The filtering is once again performed in the Fourier domain and a particular example is the Gaussian

spherical filter as defined in Equation (13). For instance, at the lowest level of the spherical Gaussian

pyramid (k = 8), the signal is defined on a grid of size 4× 4. After introducing zeros into it, we obtain

a signal defined on (8 × 8)-spherical grid whose Fourier transform results in 4× 4-matrix, i.e. we have

β8 = 4. Consequently, σ8 =
√

2
β8

= 0.3536, satisfies our requirement.

Finally, for completing the set of analyzing tools on the sphere we need to define the basic notion of

normalization on the sphere.
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Fig. 7. Schematic diagram for the Gabor pyramid on S2.

G. Normalization NS2() for Spherical Map Fusion

The mean value of a function over the surface of a sphere, i.e. f(θ, ϕ) ∈ L2(S2), in discrete form is

given by the double sum:

fmeanS2 =
1
4π

∑

θ

∑

ϕ

f(θ, ϕ) sin θ,

where θ ∈ [0, π] and ϕ ∈ (0, 2π].

Consequently, the normalization function for map fusion on the sphere, takes the following form:

NS2(C(θ, ϕ)) = wS2 · C(θ, ϕ), (17)

with

wS2 =
4πMax(C(θ, ϕ))∑
θ

∑
ϕ C(θ, ϕ) sin θ

,

where C(θ, ϕ) is the corresponding spherical conspicuity map.

IV. VISUAL ATTENTION ALGORITHM ON THE SPHERE S2

Now, let us define the procedures for obtaining the different cue conspicuity maps on the sphere so

that the spherical saliency map can be obtained. The input signal is a color image defined on the sphere.

First, each of the spherical image features are extracted. Then, a conspicuity map for each feature is
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built. Finally, the spherical saliency map is obtained by fusing together all the spherical cue conspicuity

maps. The spots of attention on the sphere are defined using the spherical saliency map.

A. Computing Several Features on the Sphere

First, we need to define each of the features of the spherical image, fj , for j = 1 · · · 7 as follows:

1) intensity: fint = 0.3r + 0.59g + 0.11b;

2) yellow-blue: fBY = (b−r/2−b/2)
fint

;

3) red-green: fRG = (r−g)
fint

;

4) four orientations: f00 , f450 , f900 , f1350 . They are obtained applying a Gabor pyramid on fint where

the Gabor filter is defined in Equation (15) with φ ∈ {00, 450, 900, 1350}, respectively and k0 =

30, a = 0.03;

B. Spherical Conspicuity Map for Each Feature

Let us have a spherical signal (image) f0 defined on a grid of size 2n+2 × 2n+2. The procedure for

computing the spherical feature conspicuity map Cj relies on the spherical Gaussian pyramid and the

center-surround mechanism. It includes the following steps:

1) construct the n-level spherical gaussian pyramid as described in Section III-D;

2) compute the multiscale maps as defined in Equation (6);

3) compute the weight coefficients wS2 and normalize the maps as defined in Equation (17);

4) compute the final spherical feature conspicuity map Cj using Equation (7).

This procedure is applied to each of the features in order to compute seven spherical conspicuity maps

Cj, j = 1 · · · 7.

C. Spherical Cue Conspicuity Maps

Using the seven feature conspicuity maps as obtained in Section IV-B, three cue conspicuity maps are

computed as follows:

1) Cint = C1;

2) Cchrom = NS2(C2)+NS2 (C3)
2 , where C2 is the red-green spherical conspicuity map and C3 is the

yellow-blue conspicuity map. They are normalized according Equation (17) ;

3) Corient = NS2(C4)+NS2(C5)+NS2(C6)+NS2 (C7)
4 , where C4, C5, C6, C7 are obtained after applying the

procedure in Section IV-B on the four orientation features from Section IV-A-4, and normalized

according Equation (17).
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D. Spherical Saliency Map

The spherical saliency map is computed by fusing together all cue conspicuity maps obtained in Section

IV-C:

SS2 =
∑

cue∈int,chrom,orient

N (Ccue), (18)

where N () is the normalization step according to Equation (17). Due to the different nature of the

spherical cue conspicuity maps, the conspicuity cues are previously scaled at the same range values by

applying a peak-to-peak normalization.

E. Spots of Attention on the Sphere

The consecutive maxima in the spherical saliency map represent the most salient locations on the sphere,

which actually define the spots of attention. The spots are detected successively using the ”winner-take-

all” mechanism, as previously discussed in Section II-A. A local inhibition on the sphere takes place.

The inhibition function used to attenuate the consecutive spots of attention is defined by

Finh(ω) = 1−GS2(ω) ∈ L2(S2), ω ≡ (θ, ϕ) ∈ S2 (19)

where θ ∈ [0, π], ϕ ∈ [0, 2π) and the spherical Gaussian reads

GS2(ω) = e−η2 tan2 θ

2 , η ∈ R+, (20)

which is the inverse stereographic projection of the Gaussian in the tangent plane at the North pole of

the sphere. The size of the filter depends on the parameter η.

The process of local inhibition consists of multiplying the spherical saliency map by the function

defined in (19) which is placed at the considered maximum ωmax:

Sinh = SS2 · Finh(ω − ωmax). (21)

Finally, the number of detected locations can be either set by the user or automatically determined through

the activities of the saliency map using a given threshold value.

It is clear, that by now we have used a pyramidal approach to define the VA model on the sphere.

However, other approaches can be considered as well.
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F. Toward Another Approach for VA on the Sphere

A filter-based approach can be applied for computing each spherical conspicuity map. This approach

does not consider a pyramidal architecture but keeps the same size of the input signal while the filter size

is varying. The intensity and chromatic feature can be extracted applying a bank of difference of Gaussian

(DOG) spherical filters. For extracting the orientation features, a bank of spherical Gabor filters can be

used. In both cases, the multiresolution analysis on the sphere is achieved through wavelet approach

instead of building a pyramid. This approach is supposed to be more precise but it is expected to be

more expensive in terms of computation time.

V. SALIENCY MAP ON A SPHERICAL SYNTHETIC SIGNAL

In this section we compare the spherical saliency-based model with Euclidean one, in an experiment

with a spherical synthetic signal. On one hand, we compute the saliency map according to the spherical

model and on the other hand, according to the Euclidean one by applying the classical implementation

on the unwrapped synthetic signal.

A given spherical synthetic signal f0 consists of twelve white disks distributed along a meridian of

the sphere. The 12 disks are represented in four quadrant, each one containing a group of three disks

of a same given size. This results in four disk groups of four different sizes. It is illustrated in Figure

8(a), where four views of the sphere in 3-D space are provided, each view representing one of the four

groups. The signal is defined on a 1024× 1024 equi-angular spherical grid (θ, ϕ). Its unwrapped version

is shown on Figure 8(b), where ϕ ∈ [0, 2π) is at the horizontal axis and θ ∈ [0, π] is at the vertical axis.

The beginning and the end of the vertical axis correspond to the South and North Poles of the sphere,

respectively. The four groups of disks are easily distinguished but it is clear that each of the disks is

deformed when the spherical signal is unwrapped as illustrated in Figure 8(b). Actually, in this and in

the following examples, the unwrapped version is provided for purpose of visualization.

According to the algorithm defined in Section IV-B, we create first the 8 levels of the spherical gaussian

pyramid, then the six corresponding multiscale conspicuity maps and obtain finally, after normalization

and summation, the overall saliency map.

By analysing the spherical saliency map, (Figure 8(c) and (d)), one can easily see that each disk of

the same size (disk in the same quadrant) provides the same type of response. This suggests that the

performed VA computation is independent of the spatial location on the sphere and that the proposed

algorithm operates thus homogeneously as expected.
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TABLE I

MEAN VALUE AND STANDARD DEVIATION FOR THE SPHERICAL AND EUCLIDEAN SALIENCY MAPS

spherical Euclidean

group µ σ σ
µ

µ σ σ
µ

I 242 7 0.02 159 59 0.37

II 243 12 0.04 228 32 0.14

III 64 5 0.08 129 59 0.45

IV 165 5 0.03 223 23 0.1

For better understanding the differences between the saliency map computed in the spherical geometry

and the corresponding one in the Euclidean geometry, we apply the Euclidean VA algorithm on the

unwrapped spherical signal f0 (i.e. f0 is considered to be an Euclidean signal (as if it were defined

on a cartesian grid (x, y))), and then compare both results. Figure 8 provides such a comparison by

displaying the saliency maps obtained by the Euclidian (Figure 8(e) and (f)) and spherical (Figure 8(c)

and (d)) approaches. For a given group of three disks of a specific size, the Euclidean model provides

non-homogeneous saliency response while we expect the model to detect three identical saliency response

for disks of same size. In spherical geometry, the type of response is identical for disks of the same size

and this illustrates the homogeneous saliency response everywhere on the sphere.

Moreover, considering the obtained saliency maps in Figure 8(d) and (f) we proceed toward a quanti-

tative comparison. Namely, for each group of three identical disks, we compute the mean saliency value

µ and standard deviation σ at the center of the disk. Table I summarizes the obtained values measured

for each of the four groups (In Figure 8(b), group I is located at up-left, group II at down-left, group III

at up-right and group IV at down-right). By comparing the ratio σ
µ , we observe a clear higher variability

for the Euclidean case with respect to the spherical one. An example, for group III, the Euclidean case

have a ratio five times higher than the spherical case. Since the disks of a given group are identical,

the variability is expected to be as low as possible. Thus, this quantitative measure clearly confirms

the qualitative evaluation. We notice that the ratios in the spherical case indicate a non-null variability

(between 2% and 8%), suggesting that the saliency response is only approximately independent of the

location on the sphere. Actually, this is explained by the fact that the saliency computation results from

center-surround difference. Indeed, the surroundings of the disks are different, which explains the low

variability. In order to examine the rotation invariance of the saliency response, we perform in Section

IX a comparison of the spots of attention in a spherical image that has been rotated by different angles.
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Fig. 8. Euclidean vs. spherical saliency map: (a) synthetic signal - four views of the sphere, (b) unwrapped spherical synthetic

image, (c) spherical saliency map represented on the sphere, (d) unwrapped spherical saliency map, (e) Euclidean saliency map

represented on the sphere, (f) saliency map obtained after applying the Euclidean VA on the signal given in (b).
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To summurize, the experiment with a synthetic spherical signal provided in this section illustrates the

capacity of the proposed VA algorithm to process the features and, consequently, saliency map in a way

which is independent of the spatial location of on the sphere. It also shows that this property is missing

when the signal is processed using the Euclidean VA.

We will see in Section VIII that distortion leads to inaccurate spot detection, due to non-homogeneous

response in the Euclidean model, especially when salient objects are located at the sphere’s poles.

VI. VISUAL ATTENTION ON A REAL OMNIDIRECTIONAL IMAGE

We have seen how the spherical saliency map differs from the Euclidean one while performing the

experiment in the previous section. Now, we proceed toward applying our algoritm on a real omnidirec-

tional image, which represents the entire sphere of view. We first compute the spherical saliency map

and then define the spots of attention.

A. Spherical Saliency Map

Let us start with an omnidirectional (r, g, b) spherical image of size 1024 × 1024 which is obtained

by a multi-camera sensor [38]. The input spherical image is shown in Figure 9(a), where two views

of the sphere in 3-D are represented. Seven features are considered and derived as in Section IV-A.

The obtained feature conspicuity maps for the different features, intensity, red-green, and yellow-blue,

are shown on Figure 9(b), (c) and (d), and the orientation features are shown in (e), (f), (g) and (h)

respectively. Consequently, three spherical cue conspicuity maps are calculated: Cint, Cchrom and Corient

as described in Section IV-C.

For the computation of the spherical saliency map, the procedure of Section IV-D applies. It is shown

in Figure 10(c). For better visualization, we provide its unwrapped version as well, in Figure 10(d).

B. Spots of Attention

The spots of attention are defined as described in Section IV-E. The local inhibition is performed

using Equation 19. Twelve spots of attention are detected and shown in Figure 10(e) on the sphere. The

unwrapped spherical image with the corresponding spots is illustrated as well in Figure 10(f).

VII. VA IN DIFFERENT OMNIDIRECTIONAL SCENES

We have experimented the spherical VA on 20 omnidirectional images, representing different scenes.

In this section we present three of them illustrated in Figure 11: (a) and (b) represent the omnidirectional
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Fig. 9. Spherical feature conspicuity maps of a real omnidirectional image (3D views of the sphere): (a) original spherical

image; (b) intensity conspicuity map Cint; (c) red-green conspicuity map CRG; (d) yellow-blue conspicuity map CY B ; (e)

orientation conspicuity map C00 , (f) orientation conspicuity map C450 , (g) orientation conspicuity map C900 , (h) orientation

conspicuity map C1350 .
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Fig. 10. Spots of attention on a real spherical image: (a) original spherical image, (b) unwrapped spherical image; (c) spherical

saliency map; (d) unwrapped spherical saliency map; (e) spots of attention on the sphere; (f) unwrapped sphere with its spots

of attention.
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image and the spherical image, respectively, while (c) and (d) show the spots of attention and the spherical

saliency map.

In the first image, the camera is placed on the table in an office. In the second and third image the

camera is fixed at the ceiling of a meeting room and is pointing down the table. The detected spots

illustrated in these examples are located everywhere on the sphere (including the poles) at locations

containing strong feature contrasts (i.e. salient objects on the table).

VIII. EUCLIDEAN VS. SPHERICAL VA

For better illustrating the advantages of the VA on the sphere, we provide a particular example of an

omnidirectional image, on which both Euclidean and spherical visual attention are applied.

The input spherical image is shown on Figure 12 (a), where both its 3-D views on the sphere and its

unwrapped version are illustrated. The scene represents a meeting room and is captured by a multi-camera

omnidirectional system placed in the center and pointing down the table. There are two red salient objects

on the table. One of them, which is located in the middle of the table and is bigger in size, appears

at the South Pole on the sphere. It is identified among the whole bottom of the unwrapped spherical

image. After applying the spherical VA we obtain the spherical saliency map which is illustrated in Figure

12(b), again in both 3D and unwrapped versions. As shown in Figure 12(c), twelve spots of attention

are detected based on ”winner-take-all” mechanism. The first three among them are ranked.

Then we consider the unwrapped spherical image as if it were an Euclidean (flat) image and conse-

quently, we apply the Euclidean VA. The Euclidean spots of attention are shown as well on Figure 12

(c). It detects one of the red objects as most salient spot (rank 1), but does not detect the other at all.

In fact, when unwrapped, the bigger red object is completely distorted at the bottom of the Euclidean

version of the omnidirectional image. Here, we refer to a distortion, as any deformation in the scene

resulting from unwrapping of the omnidirectional image. If the omnidirectional image was projected to

a panoramic one, the same red object would be distorted in the same way.

From this comparison, it is clear, that the salient object situated on the pole is detected only by the

spherical VA. This particular omnidirectional image is, actually, a typical example where the Euclidean

VA fails in correctly detecting spots of attention in omnidirectional images. In fact, the more we approach

the poles, the more the distortions are important regarding the Euclidean VA. Thus the correct way to deal

with distortions in omnidirectional images is to work on the sphere, because this is the natural domain

for any omnidirectional scene.

In this section, we have demonstrated that the spherical VA performs better in omnidirectional images
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Fig. 11. VA in omnidirectional images: (a) omnidirectional image, (b) omnidirectional image mapped on the sphere, (c) spots

of attention on the sphere, (d) spherical saliency map.
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Fig. 12. Euclidean vs. spherical VA: (a) input signal; (b) saliency map; (c) spots of attention

than the Euclidean VA. Another way to validate a VA model, is to perform psycho-physical experiments.

Since a human observing the whole omnidirectional scene from a sphere’s center is an impossible set-up,

one might consider a set-up where the omnidirectional images in their disk-like form (Figure 11(a)) is

used. An eye tracker system is recording the eye movement patterns while the human observer is looking

at the omnidirectional image. Then, the experimental data is compared to the spherical saliency map

projected back to its disk-like form.

IX. HOMOGENEOUS VA DETECTION

Now, we examine the homogeneity of the spherical VA model and consequently compare it with the

Euclidean case. For this purpose, a rotation by (θ, ϕ) on the spherical image is applied. The original

image is assumed to have no rotation, i.e θ = 00, ϕ = 00 as shown on Figure 13(a). Then we consider
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three more possibilities: rotation only by the angle ϕ, i.e. θ = 00, ϕ = 900 as shown in Figure 13(c);

rotation by angle θ, i.e. θ = 900, ϕ = 00 as illustrated in Figure 13(e); and rotation by both angles,

i.e. θ = 900, ϕ = 900. The spots of attention according to the spherical model are represented in Figure

13((a), (c), (e), (g)) while the spots detected with the Euclidean model are represented on the same Figure

in (b), (d), (f) and (h). In all of the cases, three spots of attention are considered and their rank is shown

as well.

Under a closer observation, we can easily see that the spherical model always detects the same objects

with the same ranking independently of the rotation. Concerning the Euclidean VA, the detected spots of

attention are not the same (as in (d), (f) and (h)) and this illustrates a rotation dependance of this model.

In conclusion, the experiment performed in this section illustrates that the VA on the sphere is rotation-

invariant while it is clearly not the case for the Euclidean VA.

CONCLUSIONS

In this paper we have defined a new visual attention algorithm for images defined on the sphere. This

new algorithm operates in the spherical domain. First, the multiresolution analysis on the sphere is used

to determining the spherical feature conspicuity maps and consequently, the spherical cue conspicuity

maps and the final spherical saliency map. Then, the consecutive maxima in the spherical saliency map

represent the spots of attention. Operating on the sphere, the new algorithm provides a homogeneous

saliency response and spot detection, and thus best suited for omnidirectional images. The property

to perform homogeneously was illustrated in a comparison of saliency maps obtained by processing a

synthetic spherical signal with the Euclidean VA algorithm on one hand, and with the new algorithm, on

the other hand. Another comparison was performed on a real omnidirectional image obtained with a multi-

camera sensor. In both comparisons it is clear that the spherical VA remedies the problem of the distortion,

persistent in omnidirectional imaging, which is not the case of the Euclidean VA. While the Euclidean

model provides a rough approximation of the spherical one, it is not able to detect salient regions on the

poles. This is due to distortions increasing with latitude and becoming critical for VA detection on the

poles. In contrast, operating VA on the sphere allows an accurate detection in the full omnidirectional

scene. As a demonstration, the algorithm was applied with success on different omnidirectional images.

Finally, the application perspectives are quite universal, as the method is basically applicable to any

omnidirectional image that can be mapped onto the sphere. Such are the images obtained with, for

instance, a hyperbolic or parabolic catadioptric sensor.
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Fig. 13. Spherical vs. Euclidean spots detection: (a), (c), (e), (g) spots of attention detected by the spherical VA applied on an

omnidirectional image after it has been rotated; (b), (d), (f), (h) spots of attention detected by the Euclidean VA on the same

image. The spherical VA detects the same spots even after the image rotation.
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In a future work, we intend to explore the dynamic visual attention on the sphere, where the motion

will be considered and integrated.
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